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ABSTRACT

A critical bottleneck exists in Autonomous Underwater Vehicle (AUV)

design and development. It is tremendously difficult to observe, communicate

with and test underwater robots, because they operate in a remote and hazardous

environment where physical dynamics and sensing modalities are

counterintuitive.

An underwater virtual world can comprehensively model all salient

funIKtional characteristics of the real world in real time. This virtual world is

designed from the perspective of the robot, enabling realistic AUV evaluation

and testing in the laboratory. Three-dimensional real-time computer graphics

are oUl window into that virtual world.

Visualization of ,obot interactions within a virtual world permits

sophisticated analyses of robot performance that are otherwise unavailable.

Sonar visualization permits researchers to accurately "look over the robot's

shoulder" or even "see through the robot's eyes" to intuitively understand

sensor-environment interactions. Extending the theoretical derivation of a set of

six-degree-of-freedom hydrodynamics equations has provided a fully general

physics-based model capable of producing highly non-linear yet experimentally-

verifiable response in real time.

Distribution of underwater virtual world components enables scalability

and real -time response. The IEEE Distributed Interactive Simulation (DIS)

protocol is used for compatible live interaction with other virtual worlds.

Network connections allow remote access, demonstrated via Multicast Backbone

(MBone) audio and video collaboration with researchers at remote locations. r

Integrating the World-Wide Web allows rapid access to resources distributed E.

across the Internet. u
This dissertation presents the frontier of 3D real-time graphics to support

underwater robotics, scientific ocean exploration, sonar visualization and

worldwide collaboration. i •'.:.'..bJ l .*,: c{odes
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1. A VIRTUAL WORLi) FOR AN T,, N(oMmoUS UNDERWATER VEHICLE

A. INTR()OM!JCTI()N

A critical bottleneck exists in Autonomous Underwater Veh;cle (AUV) design

and development. It is tremendously difficult to observe, ccmmunicate with and test

unider,,'water robots, because they operate in a remote and hazardous environment where

physical dynamics and sensing modalities are counterintuitive. An underwater virtual

world can comprehensively model all necessary functional characteristics of the real

worI'ld in real time. This virtual w'old is designed from the perspective of the robot,

enabling realistic AUV evaluation and testing in the laboratory. 3D real-time graphics

are our window into the virtual world. A networked architecture enables multiple

world components to operate collectively in real time, and also permits world-wide

observation and collaboration with other scientists interested in the robot and virtual

\ orld. This architecture was first proposed in (Brutzman 92d).

This dissertation develops and describes the software architecture of an

underwater virtual world for an autonomous underwater robot. Multiple component

mnodels provide interactive real-time response for robot and human users. Theoretical

development stresses a scalable distributed network approach, interoperability between

models, physics-based reproduction of real-world response, and compatibility with

open systems approaches. Implementation of the underwater virtual world and

autonomo1us unLder'water" robot arc documented in a companion software reference

(Brutzman 94e).

B. MOTIVATION

Underwater robots are normally called Autonomous Underwater Vehicles

(Al.Vs), not because they are intended to carry people but rather because they are

designed to intelligently and independently convey sensors and payloads. AUVs must

accomplish complex tasks and diverse missions while maintaining stable physical



control with six spatial degrees of freedom. Little or no communication with distant

1Uman supervisors is possible. When compared to indoor, ground, airborne or space

environments, the underwater domain typically imposes the most restrictive physical

control and sensor limitations upon a robot. Underwater robot design requirements

Ilheet'1ore motivate this examination. Considerations and conclusions remain pertinent

as worst-case examples relative to other environments.

A large gap exists between the projections of theory and the actual practice of

underwater robot design. Despite a large number of remoely operated submersibles

and a rich field of autonomous robot research results (lyengar 90a, 90b), few AUVs

exist and their capabilities are limited. Cost, inaccessibility and scope of AUV design

restrict the number and reach ol players involved. Interactions and interdependencies

between hardware and software component problems are poorly understood. Testing

is difficult, tedious, infrequent and p)otentially hazardous. Meaningful evaluation of

results is hampered by overall problem complexity, sensor inadequacies and human

inability to directly observe the robot in situ. Potential loss of an autonomous

underwater robot is generally intolerable due to tremendous investment in time and

resources, likelihood that any failure will become catastrophic and difficulty of

r'ecovery.

Underwater robot progress has been slow and painstaking for many reasons. By

necessity most research is performed piecemeal and incrementally. For example, a

iarrow problem might be identified as suitable for solution by a particular artificial

intelligence (Al) paradigm and then examined in great detail. Conjectures and theories

are used to create an implementation which is tested by building a model or simulation

specifically suited to tlfe problem in question. Test success or failure is used to

interpret validity of conclusions. Unfortunately, integration of the design process or

even final results into a working robot is often difficult or impossible. Lack of

integrated testing prevents complete verification of conclusions.

AUV design must provide autonomy, stability and reliability with little tolerance

for error. Control systems require particular attention since clo,;ed-form solutions for
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many hydrodynamics control issues arc unknown. In addition, Al methodologies are

essential for many critical robot sot, are comllponents, hut the interaction complexity

and emergent behavior of multiple intAIactink!.Al processes is poorly understood,

rarely tested and impossible to formially spcity ( Shank 91). Better approaches are

needed to support coordinated research. design and implementation of underwater

robots.

Despite these many handicaps, the numcrous challenges of operating in the

underwater environment force designers to build robots that 'are truly robust,

autonomous, mobile and stable. This fits well with a motivating philosophy of

Hans Moravec (Moravec 83, 88):

.. solving the day to day problems of developing a mobile organism steers one in
the direction of general intelligence... Mobile robotics may or may not be the
fastest way to arrive at general human competence in machines, but I believe it
is one of the surest roads. (Moravec 83)
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C. OBJECTIVES

This dissertation addresses the following research questions:

" What is the software architecture required to build an underwater virtual world
for an autonomous underwater vehicle'?

" How .:n an underwater robot be connected to a virtual world so seamlessly that
operation in the real world or a virtual world is transparent to the robot'?

" What previous work in robotics, simulation, 3D interactive computer graphics,
hydrodynamics, networking and sonLr visualization are pertinent to construction
of an underwater virtual world'?

" What are the functional specifications of a prototypical AUV, and what are the
functional specifications of robot interactions with the surrounding environment'?

" How can 3D real-time interactive computer graphics support wide-scale general
access to virtual worlds'? Specifically, how can computer graphics be used to
build windows into an underwater virtual world that are responsive, accurate,
distributable, represent objects in openly standardized formats, and provide
portability to multiple computer architectures'?

" What is the structure and derivation for an accurate six degree-of-freedom
underwater rigid body hydrodynamics model'? The model must precisely
reproduce vehicle physical response in real time, while responding to modeled
ocean currents and control orders from the vehicle itself. The hydrodynamics
model must be general, verifiable, parameteri able for other vehicles, and
suitable for distributed simulation. Such a model is highly complex due to
multiple interacting effects coupled between all six degrees of freedom.

" What are the principal network software components needed to build a virtual
world that can scale up to very large numbers of interacting models, datasets,
informnation strearns and users'? How can these network components provide
interactive real-time response for multiple low- and high-bandwidth information
streams over local and global communications networks'?

" Sonar is the most effective detection sensor used by underwater vehicles.
Sonar parameters pertinent to visualization and rendering include sound speed
profile (SSP), highly-variable sound wave path propagation, and sound pressure
level (SPL) attenuation. How can a general sonar model be networked to
provide real-time response despite high computational complexity'? How can
scientific visualization techniques be applied to outputs of the sonar model to
render numerous interacting physical effects varying in three spatial dimensions
and time'?

" How can these concepts be implemented in a working system'?
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1). DISSERTATION ORG'ANIZATION

The real world is a big place. Virtual worlds must also be comprehensive and

diverse if they are to permit credible reproductions of real World behavior. A variety

of aruhitectural components are described in this dissertation. Ways to scale up and

arbitrarily extend the underwater virtual world to include very large numbers of users,

models and information resources are included throughout.

Chapter 11 reviews related work in underwater robotics, robotics simulation,

underwuter vehicle hydrodynamics, robot simulation, computer networking, and

scientific visualization of sonar models. Chapter III provides precise problem

statements and solution overviews, both for the general dissertation topic as well as

individual virtual world components. Chapter IV presents the functional characteristics

of the NPS AUV, the underwater robot which has been networked with the underwater

virtual world. Chapter V describes tLhe requirements and design decisions made in

building an object-oriented real-time interactive 3D computer graphics viewer.

Chapter V1 derives novel extensions to an underwater vehicle hydrodynamics model

which permit real-time networked response, standardized nomenclature, suitability for

parameterized use by other underwater vehicles, and correctness both in cruise and

hover modes. Chapter VII identifies and examines the four network capabilities

necessary for scalable and globally distributable virtual worlds. Network

considerations include both tight and loose temporal coupling, low-bandwidth and

high-bandwidth information streams, audio, video, graphics, multimedia, posture

updates using the Distributed Interactive Simulation (DIS) protocol, and very large

numbers of connecting modcls and users. Chipter VIII outlines a general sonar

model, presents an example geometric sonar model, and describes how scientific

visualization techniques might be applied to render the large set of important

characteristic values which describe sonar behavior. Chapter IX presents experimental

results for the hydrodynamics model and network performance during distributed

exercises. Chapter X summarizes the many dissertation conclusions identified in

5



preceding chapters. An acronym appendix is provided for reader convenience. Finally

an accompanying video appendix documents performance of the NPS AUV operating

in the underwater virtual world and presents a variety of exercise scenarios.

The structure of the accompanying software reference (Brutzman 94e) parallels

the organization of this dissertation. All source code, support files and compiled

executable programs are also freely available via Internet access using anonymous file

transfer protocol (ftp) access. The software reference includes help files and source

code for archive installation, the NPS AUV robot execution level, 3D computer

graphics viewer, hydrodynamics, sonar modeling, networking, and use of the

World-Wide Web (WWW) and Multicast Backbone (MBone).
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11. REVIEW OF RELATED WORK

A. INTRODUCTION

This chapter reviews previous and current research pertinent to the creation of an

underwater virtual world fcr an AUV. While no other underwater virtual worlds were

encountered during this literature search, the diversity of the many components

developed in this dissertation invite background examinations on a wide range of

topics. Subjects examined in this chapter include underwater robotics, robotics and

simulation, dynamics, networked virtual world communications, sonar modeling and

visualization, and ongoing and future projects. In order to avoid becoming open-ended

surveys of entire bodies of scientific literature, the following project reviews are

limitcd to aspects directly pertaining to this dissertation.

B. UNDERWATER ROBOTICS

The AUV research community is small but steadily growing. Key papers in this

fi 'd are primarily found in annual conferences (included throughout the accompanying

list of refererces) which reach back over a decade. These include the IEEE Oceanic

Engineering Society (OES) Autonomous Underwater Vehicle (AUV) symposia and

OCEANS conferences, Unmanned Untethered Submersible Technologies (UUST)

symposia, and International Advanced Robotics Programme (IARP): Mobile Robots

t}r Subsea Environments workshops. A recent survey of previously unknown research

submersibles and underse,, technologies in Ukraine and Russia appears in (WTEC 93).

Current capabilities in .remotely operated vehicle (ROV) operations are described in

(Newman 92-93). A survey of AUV capabilities emphasizing potential for commercial

deployrnent appears in (Walsh 93-94). A detailed description of the NPS AUV

appears in Chapter IV. This section provides an overview of several significant

AUVs. For a dynamic view of underwater robotics, video segments of state-of-the-art

AUV operations appear in recent video conference proceedings (Brutzman 93a, 94a).
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A survey of all AUVs is not appropriate, but representative and pertinent AUV

l)IohCCtS Ife summa11,rized below.

1. ARIPA/Nav'y Unmanned Undei-sea Vehicle (UUV)

Thle ARPA UUV program began in 1988 when the Charles Stark Drapei

Laboratories were contracted to btuild two large UUVS for tactical naval m1-issions,

Figure 2.1. ARPA/Navy Unmanned Underwater Vehicle (UUV) being readied for
launch during mission trials (Brancart 94) (Brutzmran 94a).



particularly open-ocean minefield search. These vehicles are the largest, the most

capable and (at approximately $9 million total) the most expensive AUVs built to d'Lte.

The ARPA UUVs use high-density silver zinc batteries for 24 hours of operational

endurance at 5-10 knots submerged. Weighing 15,000 pounds in air, the vehicles have

titanium hulls which permit a test depth of 1,000 feet. The UUVs successfully

deployed advanced sonar processors, laser communications and a variety of other

advanced technologies in its 2000-pound-capacity payload section. Hybrid simulation

techniques were used to test vehicle hardware and software prior to at-sea deployment.

Simulation components included six-degree-of-freedom hydrodynamics and tether

dynamics models, along with hardware subcomponent models and wireframe computer

graphics. Vehicle overviews can be found in (Pappas 91) (Brancart 94), and extensive

video footage of various testing milestones is included in (Brutzman 93a, 94a).

Figure 2.2. ARPA/Navy Unmanned Underwater Vehicle (UUV) internal layout
(Pappas 91).

"In March 1993, the [ARPAI Maritime Systems Technology Office successfully
completed a series of at-sea tests that demonstrated the Mine Search System
(MSS), a prototype minehunting system. In these demonstrations, a ship with
the UUV in the lead repeatedly made safe transits through deep and shallow
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mine fields. During these transits, bottom mindres undetectable by ship-mounted
senisors were readily detected by the UUV sensors optimally positioned with
respect to the target mnines... These demonstrations clearly showed for the first
time the value of IJUV sensors in a [nine countermeasures role,'
(fromn Brancart's ARPA abstract, Brutzman 94a)

The ARPA UUVs have been first to accomplish many important AUV

tasks, but their cost is high and technical details remain out of the published literature.

While they have been an excellent testbed for new technologies, the high cost of

vehicle support and operations places themn beyond the reach of most research efforts.

2. M'assachusetts Institute of Technology (MIT) Odyssey Class AUVs

The MIT Underwater Vehicles Laboratory Sea Grant College Program has

been building and deploying a series of low-cost AUVs for a number of years

(Bellingham 94) (Fricke 94), The current Odyssey 11, predecessor Odyssey I and

Odyssey 11 In Arctic configuration

HOPEi outer I&Irlnq

ProI*Vtive HOPE \ Ice sonar~a Loomating plnger
Upward scanifln~g sonar Ine Wil Fkguuiltloea

Acousuulniag

howning ";sensof r

N44eiigaenwayin t lwvk* 
anpouso

euna ~.me euehejo n I Huddler actuor
Glass prs.um sephere with Battery sp ire with poe

coniputer and navigtatin sensors wWari ommu tIotlne boads

Figure 2.3. MIT Odyssey HI in under-ice configuration. Deep-ocean configuration
includes obstacle avoidance sonar, strobe light, altimeter sonar and
video camnera (Bellingham 94).

Seu Squirt vehicles are characterized by teardrop hull forms, 17' glass sphere internal

pressure vessels, low power consumption, single 68030 microprocessor, single
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propeller and cruciform stern fin control. Vehicle control software uses

.,,tae-conlfigured layered control (Bellingham 90), an augmented form of subsumptive

control (Brooks 86, 90) which provides a higher level of control in order to enable

mission configuration. Odyssey I1 sensors include various scanning and homing

sonars, depth sensor, temperature salinity and related sensors, video, inertial sensors,

acoustic modem and acoustic navigation tracking pingers. Stable dynamic control is

constrained by a minimum forward speed of 0.5 m/sec, and operational missions

follow a cruise or survey profile. Maximum operating depth is 6,700 m. Unit costs

remain low (under $75,000) even while each generation of vehicle has demonstrated

significantly improved hardware and incre.:sed operational capabilities. Perhaps the

greatest contributions of the Odyssey class vehicles have been in demonstrating

operational missions in rivers, in open ocean and under the Arctic ice (Bellingham 94)

(Fricke 94) (Brutzman 94a). Future work includes a variety of oceanographic missions

using innovative sensors (Bales 94a, 94b) and ocean survey communications as part of

a proposed Autonomous Oceanographic Sampling Network (AOSN) (Curtin 93)

(Catipovic 93).

3. Marine Systems Engineering Laboratory EAVE Vehicles

The Experimental Autonomous Vehicle (EAVE) class of AUVs first

started iil 1978 when EAVE I demonstrated autonomous underwater pipe following

(Blidberg 90) (Chappell 94). Subsequent missions have included navigation using

acoustic transponders, submerged structure cleaning, underwater docking and parking,

and multiple AUV submerged communication and mission coordination. EAVE class

vehicles are constructed on open frames using large watertight cans for electronics and

electrical components. Sensors include a variety of sonars, compass, temperature and

pressure (depth) detector, inertial sensors, acoustic modem and video. The Marine

Systems Engineering Laboratory (MSEL) was initially located at University of

New Hampshire and moved to Northeastern University in 1994. Notable contributions

Of EAVE research include implementing multiple level software architectures, multiple

vehicle interaction protocols, low-bandwidth acoustic communication languages, and
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Figure 2.5. Florida Atlantic Uniiversity Oceani Voyager 11 (Smith 94).

positioninig system (DO GPS). Commluniicationls are by 2400 Kbps acoustic modems ot. a

towed float radio frequency (RF) anltenna when niear the surface. Vehicle entdurance is

50- 100 km. depth rating 600 in, and speed is 3-5 knots. Vehicle design required

I year and $ 100,000 iniitial exlpense, with sensor payloads comprising over half of the

total cost. Collectionl, correlationi anld evaluation of large oceanographic datasets are

U.0od canldidate applications for an Unlder'watr' vir'tual world.

5. Monterey Bay Aquarium R{esearch Institute (MBARI)

Ocean Trechnology Testbed for Engineering Research (OTTER)

hin 1994, Monterey Bay Aquarium Research institute (MBARi) anid the

Stanf'ord Aerospace Robotics Laboratory built the Ocean Technology Testbed for

Engineering Research (OTTER) AUV as a testbed for vision-based servoing for vehicle

control while conistructinig video mosaics of the ocean fioor (Marks 92, 94a, 94b)

(Brutzmani 93a, 94a). Stereo video cameras provide high-banidwidth streams which are

13



Figure 2.6. Video mosaic fromn Monterey Bay Aquariumr Research Institute
Ocean Technology Testbed for Engineering Research (OTIER)
(Marks 94a, 94b) (Brutzman 94a), Note fish, upper right corner.

subsazupled and filtered using vision-processing hardware for real-time response. As

demonstrated by (Marks 94a), sequentially applying a signum function, a Laplacian

function and a Gaussian correlation function produces images which can be adjusted

for stereo disparity mnd correlated between subsequent frames. This result produces an

optic flow output which can then be used for feature tracking. Once a feature has

bee a identified, dynamic feedback to thrusters/planes/propellers controllers permits the

07TER vehicle to follow that object or navigate relative to the bottom. The same

correlation algorithm can be used to match physically adjacent images into a

large-scale video mosaic in real time, often providing a better match than is possible

using manual methods. Acoustic transmittal of video mosaics is possible in real time,

while transmittal of unculled video is infeasible due to excessive bandwidth

requirements. Both object (e.g. sea creature) tracking and bottom mapping are

extremely valuable oceanographic capabilities, and are also essential if AUVs are to be

practical tools for ocean exploration. Video mosaic mapping and observation of

undersea creatures in situ are fundamental behaviors for automatic data collection and

underwater virtual world database construction.
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6. Woods Hole Oceanographic Institution (WHOI)

Autonomous Benthic Explorer (ABE)

The Woods Hole Oceanographic Institution (WHOI) has designed and

constructed a special purpose AUV for long-term surveys of the deep ocean floor

Autonomous
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Figure 2.7, Woods Hole Oceanographic Institution (WHOI)
Autonomous Benthic Explorer (ABE) mission profile (Yoerger 94).

(Yoerger 91, 94). The Autonomous Benthic Explorer (ABE) can moor at a fixed

location for long periods of time in a "sleep" mode and periodically awake, perfonn a

local survey by navigating within a short baseline acoustic transponder field while

measuring water parameters and taking low light charge-coupled diode (CCD) camera

photographs, then reattach to the mooring. Power consumption is extremely low in

order to support 16 hours of maneuvering endurance spread over missions lasting up
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to a year. Science missions include observation of deep ocean hydrothermal vents and

bentkiic biologic co: mmunities. The vehicle is retrieved following an acoustic

cmimand to drop ballast and return to the surface. ABE operational ranges and

endurance can be significantly increased by attaching the mooring to a magnetic

induction power transfer device and acoustic communications relay. Potentially high

data rates and the possibility of making geologic measurements with real-time

importance make ABE deployments a natural application to be networked with an

underwater virtual world.

7. Elxplusive Ordnance Disposal Robotics Work Package (EODRWP)

The Lockheed Explosive Ordnance Disposal Robotics Work Package

(LEODRWP) is a UUV designed to assist divers in locating, classifying and neutralizing

underwater mines (Trimble 94a, 94b) (Brutzman 94a). Although tethered in order to

providc power and controller communications, the EODRWP has a sophisticated suite

of rule-based behaviors to intelligently perform signal processing, classification,

dynamics control, mission planning and mission execution with minimal human

supervision. Shore.based graphical simulation connected to vehicle hardware in the

laboratOry is considerCd an essential capability and is used to visualize and test the

LODIRWl prior to at-sea testing. Particular contributions of this project include

guidance, navigation, control and mission task integration of human and robot. Use of

an underwater virtual world combined with EODRWP and externally-contarolled

synthetic humans has the potential to improve mine neutralization tactics while

reducing risks to navy divers and ships.
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Figure 2.8. Lockheed Explosive Ordnance Disposal Robotics Work Package
(EODRWP) and diver (Trimble 94a, 94b) (Brutzman 94a).

8. Miniature AUVs

With exponentially improving price/performance ratios in computer

microprocessors, it is natural to expect that miniature AUVs might provide capabilities

that avoid the power and propulsion handicaps of larger vehicles. The Smart

Communications Syst6m (SMARTCOMMs) (Frank 94) is representative of such

efforts. As fundamental AUV problems of low-power sensing, low-level dynamics

control and high-level mission control are resolved, miniaturization and optimization

of vehicles becomes cost effective. It is likely that large numbers of inexpensive and

miodcrately capable AUVs will become available in the near future. Communicating

with and coordinating these vehicles in the context of massive enviroamnental datasets,
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numerous data streams and large ocean areas will be a significant challenge.

Networking large numbers of these vehicles within an underwater virtual world can be

a practical solution.

C. ROBOTICS AND SIMULATION

A very great number of robotics-related simulations have been produced, but few

involve mobile robotics. Those simulations which are available are typically restricted

by common limitations of simulation: problems and solutions are approached in a

piecemeal and fragmented fashion. Thus simulation results remain susceptible to

failure when deployed in the real world due to the untested complexity of multiple

interacting processes operating within the hard real-time constraints of unforgiving

environments. There is no safe and complete "practice" environment for AUVs, since

test tanks cannot reproduce the variability of critical parameters found in the ocean,

and since any in-water failure may lead to vehicle damage or loss due to flooding.

Known simulation efforts pertaining either to AUVs or construction of robot-centered

%irtual worlds follow.

1. NPS AUV Integrated Simulator

Research preliminary to this dissertation established "integrated simulation"

as a necessary tool for AUV development (Brutzman 92a, 92c, 92e) (Compton 92).

Inlegrated simulation was identified as a suite of simulation tools to assist in the

design and testing of all vehicle hardware and software components. An integrated

simulator was built that provided real world functionality and visualization for a

variety of Al-related tactical software programs. Integration of simulation throughout

the software design process was shown to have tangible benefits in producing results

that might otherwise have been impossible. Pertinent work preceding that thesis

includes (Jurewicz 90) (Zyda 90) (Healey 92a), Confirmation of integrated simulation

conclusions were subsequently reported following the successful development of the

Multi-Vehicle Simulator (MVS) with the Twin-Burger AUV (Kuroda 94)

(Brutzman 94a).

is



Figure 2.9. N\PS AUV Integrated Simulator showing playback of pool mission with
autonomous sonar classification expert systemi- results
(lBrutzman 92a, 92c, 92e) (Compton 92).

Integrated simulation differs significantly from the virtual world produced

in this dissertation in that robot-specific hardware and software were completely

off-lint, real-time response was not required, simulation models were not connected or

networ-ked, simulations were single user programs and vehicle hydrodynamidcs response

was only available by playing back in-water test results. Developing and

imp lemen ting thle conlcepts involved in integrated simulation were important

pr-erequjiSites to conIceiving thle no0tion and defining requirements to build an

un1der-wat1er vir'tual world for an AUV (lBrutzman 92d).

2. ARPA/Navy UUV Hybrid Simulator

The ARPA/Navy UIJV development lab at Charles Stark Draper

Laboratorics includes a simulator which consists of a mainframe computec, models of

hydrodynamics and sensor response, and highly detailed comnponent-level models of

ind ividual U UV internal equipment (such as motor electrodynamnics models)

(Pappas 91) (Brancart 94) (Brutzman 93a, 94a). A Simulation Interface Unit (SIU)

pr-ovides a custom hardware interface between mainframe computer and vehicle.
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Mechanisms are also provided to test individual vehicle components. At-sea test dive

profiles are iirst undertaken in the laboratory prior to operational testing. Wireframe

graphics provide a simple rendering of vehicle posture during hardware-in-the-loop

testing

Figure 2.10. ARPA/Navy Unmanned Underwater Vehicle (UUV) Hybrid Simulator
wireframe graphics rendering of hardware-in-the-loop laboratory
vehicle tests (Pappas 91) (Brancart 94) (Brutzman 93a, 94a).

The ARPA/Navy UUV Hybrid Simulator has much of the functionality

needed for a robot-based underwater virtual world, but several important capabilities

are missing. The algorithms ar~i source code for the hybrid simulator are not publicly

available and many equipinent components are proprietary. Since all software

components (including computer graphics) are in a single loop on a large mainframe

computer, the software architecture cannot scale up indefinitely with the addition of

new world models. Graphics are particularly bound since the frame rate of screen

updates are tied to the timing of the robot/simulatoi, lop. No mechanisms are
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provided for remote networked collaboration. Overall, the ARPA/Navy UUV hybrid

simulator is one of the best of all "hardware in the loop" simulations, where computer

simulation and target system are closely coupled in isolation from any other interaction

methods. The ARPA UUV Hybrid Simulator constitutes a tremendous

accomplishment which provided inspiration and points of comnparison for several parts

of this work.

3. NASA Ames Intelligent Machines Group (IMG):

Telepresence Remotely ()perated Vehicle (TROV)

The NASA Ames Intelligent Machines Group (IMG) has worked on a

variety of robots and human-computer interface devices with tlhe long-term objective

Figure 2.11. NASA Ames Intelligent Machines Group (IMG)
Telepresence Remote Operated Vehicle (TROV) (Hine 94).
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of providing effective telepresence for scientific exploration of other planetary

surfaces, such as on Mars (Hine 94). Telepresence is defined as the projection of

human senses into remote locations, and its effectiveness is measured by the

usefulness of telepresence robotics in conducting actual scientific investigations.

Human sense of presence can be enhanced by virtual reality input/output devices (such

as headset and data glove) together with virtual world representations combining

interactive 3D graphics with low-bandwidth high-latency network links to remote

robots. In 1993 NASA Ames deployed the Telepresence Remotely Operated Vehicle

(TROV) under Ross Sea ice near McMurdo Science Station, Antarctica. The

underwater vehicle was an open-frame Phantom S2 ROV with four thrusters, stereo

video cameras, a gripper manipulator, oceanographic sensors, acoustic transponder

navigation, four commandable degrees of freedom and 1000 ft depth capability.

Commununication with the TROV was via a twisted-pair umbilical tether to tho TROV

controller topside and then using Internet Protocol (IP) packets over infrared

(IR) laser, microwave and intercontinental satellite links. This varied communications

path induced significant latencies, albeit still less than those experienced at

interplanetary distances. The Virtual Environment Vehicle Interface (VEVI) modular

operator interface for direct teleoperation and supervisory (task-level) control

integrated all inputs and outputs, including a head device for steering the viewing

cameras and incrementally updated graphics models for terrain and other pertinent

physical objects. Science teams running the two-month mission focused on marine

biology, chemical oceanography and benthic ecology. Science objectives were met

and teleoperation was proven feasible from a variety of locations around the globe.

Stereo displays provided excellent depth perception, and controller time-delay

mudifications for task-level control and predictive teleoperation response proved

successful. Related work includes the DANTE robot exploration of the Alaskan

volcano Mt. Spun" and possible regional collaboration in deep AUV exploration of

Monterey Bay. TROV is representative of the most sophisticated teleoperated robots.
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A survey and analysis ot telerobotics capabilities and trends appears in (Durlach 94).

Principal reference in the telerobotics field rernains (Sheridan 92).

4. University of Hawaii: Omni-Directional Intelligent Navigator (ODIN)

The University of Hawaii Ornni-Directional Intelligent Navigator (ODIN)

project combines an AUV with an integrated graphics simulation for development of

adaptive dynamics control algorithms (Choi 94). ODIN is a small spherical AUV with

Figure 2.12, University of Hawaii Omnni-Directional Intelligent Navigator (ODIN)
(Choi 94).

a single manipulator arid four steerable vertical thrusters, capable of posture control. in

six degrees of freedom. Primary research conducted using ODIN concerns

determination of hydrodynamrics coefficients, linear controllers, nonlinear controllers,

and adaptive controllers utilizing fault detection and automatic reconfiguration using

neural networks. Integration of a single graphics workstation with ODIN demonstrates

the functionality independently described in the NPS AUV Integrated Simulator

(Brutzmuan 92a, 92c).
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5. Tuohy: "Simulation Model fur AUV Navigation"

(Tuohy 94) developed a simulation model to test AUV navigation

applications. An object-oriented approach organized the overall simulation model into

environmental models (consisting of terrain and water column maps) and physical

object models (consisting of sensor, comnmand/program and dynamics models).

Contributions of this work include a proposed general model partitioning suitable for

vessels and static structures, emphasis on map decomposition using spatial data

structures, and model integration with 3D graphics.

6. Chen: "Simulation and Animation of Sensor-Driven Robots"

(Chen 94) describe how most robotics simulations include robot and

environment while excluding sensors, and identify the creation of realistic simulation

and animation software as an important robotics research issue. They present a system

for simulation and animation of sensor-driven robot manipulators and indoor mobile

robots. The system hierarchy includes models for robot, tool in work cell, sensors and

physical objects. Physically-based ,nodels for proximity, point laser range, laser range

depth irnagery and vision intensity sensors are included, with research continuing on

force/torque and tactile sensors. Three-dimensional interactive graphics are used for

robot and sensor visualization, although real-time performance is not guaranteed.

Robots can be integrated into the simulation system to permit running in real mode or

virtual mode, either interactively or through recording playback. In real mode, robot

controller subsystem electronics are physically connected to ports on the simulating

workstation for two-way communication of command and sensor information. hI

virtual mode, robot software is run on the same workstation as the computer graphics,

independently of robot hardware. Primary conclusion of this work is that a simulator

for an integrated sensor-driven robotic system must incorporate simulation of sensory

information feedback. Planned future work includes incorporation of a

voice-recognition module in the robot and adding dynamic models to other objects in

the simulation environment.
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7. Yale University: Ars Magna Abstract Robot Simulator

The Ars Magna mobile robot simulator provides an abstract planax world

in which a Al planner is able to control the movement of a mobile robot

(Engelson 92). The objective of the simulator is to provide a miore challenging and

realistic environment for developing and evaluating planning systems than was

previously available. Vehicle motion is purely kinematic and is based on a single

point. Simulated manipulators are included. Sensor values are provided by geometric

range models with adjustable noise distributions. Robot planning programs are written

in a variant of the Lisp programming language. The useful but limited capabilities of

the Ars Magna are representative of most other robot simulators currently in use.

D). UNDERWATER VEHICLE DYNAMICS

The study of dynamics and physics-based motion has long been recognized as a

necessary prerequisite for realistic computer graphics rendering and valid robotics

perftormance modeling. Although numerous articles pertaining to underwater

hydtrOdynamics exist, almost without exception they focus on Some small aspect of

hydrodynamics performance. A complete hydrodynamic model suitable for real-time

simulation response has not been available prior to this dissertation. An overview

comparison of dynamics models in different environments appears in the

hydrodynamics chapter. In this sectiun key references preceding the new

hydrodynamics model are identified.

1. Healey: Underwater Vehicle Dynamics Model

An earlier underwater vehicle hydrodynamics model presented in

(Healey 92c, 93) provided the fundamental basis for the general hydrodynamnics model.

Strengths of the model included theoretical rigor, completeness for cruise operations

using propellers/rudders/plane surfaces, and several years of empirical testing which

produced an initial working set of hydrodynamics coefficients. Limitations include

missing terms for thruster forces and moments, missing terms for low-speed hovering

drags, extraneouLS teIms corresponding to an unusual vehicle configuration, and an
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arrangement of multiple differential equations not easily adapted to real-time temporal

integration. Further details are provided in Chapter VI. Of all dynamics models

examined, this was by far the best. Work presented in this dissertation extends and

generalizes that fundamental conutibution.

2. Fossen: Guidance and Control of Ocean Vehicles

Numerous texts exist on marine vehicle dynamics, most notably

(Lewis SX), but their focus is almost exclusively on surface ships. (Fossen 94)

provides a thorough treatise on both surfaced and submerged vehicle dynamics and

ck0tr0lt'1. He also examines stability, ocean modeling of wind and waves, and advanced

control techniques. Theoretic derivations and explanations are provided throughout.

01 relevance is that (Fossen 94) includes a total of three example underwater vehicle

hydrodynamic models: two simplified linearized models (each by Healey) and the

verbatim original six-degree-of-freedom model of (Healey 93).

3. ARPA/Navy UUV Hydrodynamics Simulation

The Navy/ARPA UUV design and development team has reported using a

full six-degree-of-freedom hydrodynamics model for development and testing of

sophisticated vehicle controllers (Pappas 91) (Brancart 94). Further details have not

been published publicly.

4. Yuh: "Modeling and Control of Underwater Robotic Vehicles"

(Yuh 90) provided an important contribution to the underwater vehicle

hydrodynamics literature. Although presented as an remotely-operated vehicle (ROV)

model, it is pertinent to any type of underwater vehicle. He describes "added mass"

and most other relevait terms. Nomenclature and algebraic differences make this

model different but still close to the (Healey 93) model described earlier.

5. U.S. Navy Submarine Hydrodynamics

The subject of U.S. naval submarine dynamics is classified and was not

considered during this work. Some open literature exists. (Jackson 92) provides an

overview of the basic submarine design process, examining general requirements and
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how design tradeoffs must be weighed. (Gertler 67) and (Feldman 79) present the

general form of dynamics equations and coefficient nomenclature, closely conforming

to the standard mechanical engineering reference (Lewis 88). No claims or

Suplpositions regarding any classified work are made, imiplied or conjectured in this

dissertation.

PE. NETWORKED COIMMUNICATIONS FOR VIRTUAL WORLDS

Networking considerations in the construction of virtual worlds have gained

increasing importance in recent years. As virtual worlds grow in complexity and

quantity of information represented, the ability to scale up and accommodate

arbitruaily large numbers of information sources and interacting entities becomes a

crucial requirement. Currently there are many bottlenecks preventing unlimited and

seamless virtual world communications. Research in this area is very active

(Zyda 95). Multicast network protocols are a fundamental development in this regard

and are examined further in Chapter VII. This section examines recent work in

nctworking virtual worlds with an emphasis on scalability considerations.

1. SIMulatiun NETworking (SIMNET) Architecture

SIMNET was the first architecture that permitted large numbers of

simulated entities to interact together in real time, using heterogenous hosts and

distributed communications over a network (Calvin 93). With over ten years of

development and operation, SIMNET is a proven system. Key design principles are

that objects interact in the viartual world by communicating events, all objects must

relay valid data, network bandwidth is reduced by only transmitting state changes, and

dead reckoning algorithbms are used to predict intermediate postuxes. Enabling

technologies for SIMNET were real-time computer graphics (image generators),

distributed dynamic and static virtual world databases, semi-automated forces (SAF)

which provide realistic entity or aggregate force behaviors, high speed local area

networks (LANs) coupled with an interaction protocol, and free choice of

hunman-computer interfaces. SLMNET effectiveness in Army tactical team training for
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combat has been documented on many occasions, such as the Battle of 73 Easting

during the Iraq war (Calvin 93), The biggest theoretical success of SIMNET has been

implementation of the interaction protocols, which became the foundation for the DIS

protocol (IEEE 94a, 94b). As might be expected with any first-generation system

there aic some problems with the SIMNET architecture concerning scalability, many

of which are addressed by ongoing DIS protocol development efforts. SIMNET

protocols do r1ot Use Internet Protocol services, but instead require root superuser

permissions for execution since they access hardware interfaces at the data link layer

directly. In practice SIMNEIT capacity is limited to 300 simultaneous players

(Durlach 94).

2. I)istributcd Interactive Simulation (DIS) Protocol

The DIS protocol is an approved IEEE standard for communications

between entities in small or large scale virtual environments (IEEE 93). From the

recent proposed DIS standard revision:

"Distributed Interactive Simulation (DIS) is a government/industxy initiative to
define an infrastructure for linking simulations of various types at multiple
locations to create realistic, complex, virtual 'worlds' for the simulation of
highly interactive activities. This infrastructure brings together systems built for
separate purposes, technologies from different eras, products from various
vendors, and platforms from various services and permits them to interoperate.
DIS exercises are intended to support a mLxture of virtual entities
(lhuman-in-the-loop simulators), live entities (operational platforms and test and
evaluation systems), and constructive entities (wargames and other automated
simulations)." IEEE 94a, 94b)

The principal type of interaction in DIS is transmission of entity state

information via Protocol Data Units (PiDUs) which include position, orientation, time

and (optional) velocity and acceleration values. A variety of standardized dead

reckoning algorithms are available to maximize positional information transfer while

minimizing bandwidth consumed. Numerous other PDU types are included which

relate to exercise management, collisions, sensor emissions, and entity interactions
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suICI aS WCUI)eaoS fire arid logistic support. Free and commercial DIS software libraries

are avuilaible, The DIS protocol develolpment community is very active and DIS

continues to evolve, Current efforts are focused primurily on supporting larger

numbers of simultaneous entities, and also on extending DIS functionality to support

additional world information such as environmiental effects and distributed terrain

databases (IEEE 94a, 94b).

3. NPSNET

NPSNETI is a networked virtual environment for battlefield simulation.

Key sLrengths are high perforMunce, a distributed software architecture, ability to

Figure 2.13. NPSNET-IV virtual battlefield showing multiple active DIS-based
entities, textured terrain and atmospheric effects running at high
frame rates in real time (Pratt 93, 94b) (Zyda 93b).
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handle large numbers (hundreds) of interacting human and autonomous entities in

real time, initial implementation of multicast DIS libraries, public distribution, and

insertion of remotely-controlled synthetic human models in virtual environments.

NPSNET has over one hundred institutional users and has been a key component in

numerous large-scale Army simulation exercises. NPSNET is likely the broadest and

highest-performance virtual environment software that currently exists. Software

distributions are free to registering users. Ongoing research efforts include

object-oriented techniques for virtual environment construction, application level and

network level communication protocols, hardware and operating system optimization,

real-time physically-based modeling (e.g. smoke, dynamic terrain and weather),

integration of multimedia, Al for autonomous agents, integration of analytic models

such as JANUS, and human interface design (e.g. stereo vision and system controls)

(Pratt 93, 94a, 94b) (Macedonia 95b) (Zyda 93a, 93b).

4. Macedonia: "Exploiting Reality with Multicast Groups"

Although DIS can scale to pernlit simulation exercises with several

hundred interacting entities, several bottlenecks constrain current DIS network

iml)lemcntations frum going much higher. This is a problem since distributed

simulations accommodating tens of thousands of active entities are needed. One key

difficulty is that participating hosts must listen to every DIS report, a requirement that

eventually consumes all host processing cycles. (Macedonia 95a, 95b, 95c) proposes

partitioning the communications space into more manageable streams through the

considered use of roulticast channels. Since multicast packets can be collected or

discarded using network interface hardware at the data link. layer, hosts need only

process DIS traffic corresponding to subscribed multicast channels. Large-scale virtual

worlds can thus be partitioned according to geographic space subdivisions, functional

classes (such as radio frequencies), and temporal classes (such as normally static

buildings or highly dynamic jet aircraft). Development of area of interest management

protocols thus becomes necessary for retaining complete state corresponding to a given

channel, providing a state snapshot to newly joining entities, and handing off control
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to another manager if necessary. Protocol extension implementation, experimentation

and analysis is in progress. The capability to use multicast protocols will be required

for future DIS compliance (IEEE 94a), underscoring the importance of these concepts.

These ideas are explained within the larger context of state-of-the-art trends in virtual

reality networking and communications in (Durlach 94).
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Figure 2.14. "Exploiting Reality with Multicast" - multiple DIS channels for
geographic sectors, functional classes (e.g. conrmmunications) and
temporal classes (e.g. highly dynamic aircraft) (Macedonia 95a),

5. (Gelernter: Mirror Worlds and Linda

(Gelernter 92a, 92b) describes a powerful set of abstractions for networked

virtual world cornmunications. He extends and simplifies the message-passing

paradigm used by corninunicating software objects through creation of a "tuple space."

Tuples are persistent messages without a specific addressee. Tuples are ordered lists

that begin with some keyword and contain any number of additional elements.

Processes have three operations to use with tuples: jettison, grab and read

(alternatively publish, consume and nondestructive read). Processes can access tuples

by pattern matching against any or all potential tuple elements, thus retrieving
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individual tuples or groups of tuples. Tuple space consists of these persistent tuples

being read and generated by information machines (i.e. processes), somewhat similar

to a blackboard architecture. Since tuple elements might be further tuples, and

because tuples can themselves be programs, recursive hierarchies and distributed

processing are natural possibilities without explicit specification by the original

programmer. This communication methodology has also been shown to be identically

portable to massively parallel processors, permitting programmers to concentrate on

developing parallel algorithms for problem solving rather than tuning the

idiosyncracics of the underlying hardware (Gelernter 92b).

These concepts define the characteristics of coordination languages, which

extend computational programning languages in a general and orthogonal way

(Gelernter 92b). Arguably coordination languages provide the ability to scale up the

number of interacting computational processes to a degree that can reflect real world

functionality; heiice "mirror worlds" (Gelernter 92a). Initial implementation of these

ideas is demonstrated by the Linda communication system (Carriero 91)

(Gelernter 92a, 92b). As virtual worlds continue to grow and network bottlenecks

permit much larger numbers of entities to interact, implementing the functionality of

n•nhierarchical nonimperative distributed communication schemes as described in

Mirror Worlds will be essential.

6. Distributed Interactive Virtual Environment (DIVE)

Distributed Interactive Virtual Environment (DIVE) is a heterogeneous

distributed world representation that shares copies of a world database to permit

multiple users and applications to simultaneously interact in a single virtual 3D space

(Carlsson 9,3). The world database serves as a global memory shared over the network

using a reliable ordered multicast scheme. Maintaining global database consistency is

an important problem in large-scale virtual worlds. Multicast protocol packet delivery

is ordinarily "best effort" and not guaranteed. Including sequential numbers to each

mcssage can achieve reliability for rnulticast through retransmission, but the cost of

that error recovery is expensive and such approaches (as exemplified by DIVE)
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currently do not scale past several dozen peers (Macedonia 95c). Static and dynamic

distributed databases are another key bottleneck that must be addressed for arbitrarily

,calabie virtual worlds.

7. Other Network Communication Systems for Virtual Worlds

Many other active research projects are working on eliminating the barriers

which prevent arbitrarily scaling up distributed virtual world communications.

Recommended references are (Zyda 95) (Singh 94) (Bricken 94) (Shaw 93)

(Morrison 95) (Codella 93) (Kazman 93). Overlapping and interdependent areas of

investigation include:

"• peer-to-peer versus client-server models

"* network bandwidth reduction

"* network processing reduction for participating hosts

"• reliable versus best-effort delivery

"* object-oriented functional partitioning

"* parallelization to improve performance

"* decoupling user interfaces (input devices and output graphics)

"* persistent and coherent distributed global database management

"* open toolkit construction

"• compatibility over heterogenous platforms, peripheral hardware independence

"• operating system modifications for improved performance

"* defining temporal relations, establishing synchronization

"* application interaction protocols

Aside from the common denominator of Internet Protocol (IP) use and

Moccasional compliance with the Distributed interactive Simulation (DIS) application

I- toc:ol, there is little direct compatibility among any of the aforementioned

,qlproach.s. Even if a "silver bullet" solution were to emerge from these many efforts,

current ',irtual worlds are likely to remain isolated as closed, incommunicado islands
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of functionality. General requirements for open interoperability between virtual worlds

are examined in (Br~ant 94). Specific'ition and development of a specific open

communications model as an extension of World-Wide Web (WWW) is a goal of the

Virtual Reality Modeiing Language (VRML) working group (Bell 94) (Pesce 94). A

commonly accepted baseline interaction model for virtual world communications is

needed.

F. SONAR MODELING AND VISUALIZATION

Sonar modeling attempts quantify and predict the highly variable behavior of

sound waves underwater. A large number of sonar models have been in use since

sonar was first widely employed in the 1940s, and deve!opment of effective sonar

models is the subject of ongoing research. Sonar visualization is the application of

scientific visualization techniques for rendering sonar information, in an attempt to

better understand the temporal, spatial and physical behavior of underwater acoustics.

It is a relatively new area of study. This section identifies prominent related work in

sonar modeling and sonar visualization.

1. Etter: Acoustic Modeling

(Etter 91) presents a comprehensive treatment of underwater acoustic

modeling, defined as "the translation of our physical understanding of sound in the sea

into mathematical formulas solvable by computers." He first treats the physics of

underwater sound and acoustical oceanography, synopsizing another key reference on

sonar behavior (Urick 83). Sound speed in the ocean is identified as the single most

important acoustic variable. Etter then identifies three broad classes of sonar models

and organizes the wide variety of existing sonar models into a conceptual hierarchy,

shown in Figure 2.15. Each model type is examined in depth. There is no "perfect"

sonar model suitable to all situat; qs, and users must carefully choose models (or

combinations of models) based on problem requirements. Typically models become

less general and more specific to individual sonar systems as one proceeds up the

hierarchy.
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Figure 2.15 Generalized relationships among Environmental Models, Basic
Acoustic Models and Sonar Performance Models (Etter 91, p. 3).

The three types of models identified are Environmental Models, Basic

Acoustic Models and Sonar Performance Models, Environmental Models examine

ocean surface and bottom boundary conditions as well as volumetric effects. Basic

Acoustic Models represent the physics or empirical behavior of noise, reverberation

and propagation (transmission loss). Sonar Performance Models combine signal

processing theory with the preceding Environmental Models and Basic Acoustic

Models to enable end-to-end solution of typical son-a detection problems particular to

specific types of sonar equipment.

The field of sonar modeling is characterized by tremendous variety. Most

models have very narrow domains of applicability and may need to be used in

combination with others for the solution of specific problems. Management of this
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complexity has even led to the development of m-odel operating systemns (MOSS)

which attempt to assist users by managing the selection of multiple models and

appropriately connecting their various input/output requirements. Initial examination

of the subject of sonar modeling from the perspective of underwater virtual world

construction identified this plethor of models as a key obstacle to scalability and

generality. This difficulty Is com1pounded by the fact that many models are reported

to be classified (Etter 9 1) and unavailable for use in an open, arbitrarily scalable

virtual world.

2. Stewart.- Stochastic Backprojectiun and Sonar Visualization

(Stewart 88) presents a novel approach to modeling underwater objects.

Sonar data are typically high-bandwidth high-noise information streamns that include
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redundant returns from target of interest, as well as a large proportion of signal

corresponding to false returns or objects of little interest. Key characteristics of

underwater sensing applications include "real-time constraints, unstructured,

three-dimensional terrain: high-bandwidth sensors providing overlapping, redundant

coverage- lack of prior knowledge about the envhionment; and inherent inaccuracy in

sensing and interpretation." Sonar and other sensor returns are treated as probability

distributions which are adaptively combined to create 3D maps of terrain and object

surfaces using a new statistical technique. stochastic backprojection. Model

representation accuracy and certainty improve as redundant data accumulates,

Intermediate results are available and steadily improve in real time, permitting
"anytime" use by operators or robots, Reduction of bandwidth and extraction of useful

information are also significant benefits. Stochastic backprojection is appropriate for

use in bathymctric mapping, ROV piloting control, and world modeling for AUVs,

Sonar visualization techniques were essential to the successful development

of stochastic backprojection methods, since qualitative visual inspection of results were

used to evaluate model effectiveness. In addition to the sonar visualization techniques

presented in ( Stewart 88), an illustrated survey of underwater visualization in

(Stewart 92) supplemented by (Stewart 89, 91) and (Rosenblum 93) presents a

thorough state-of-the-art summary of sonar visualization and underwater sensor visual

representations.

3. Ziomek: Recursive Ray Acoustics (RRA) Algorithm

As previously noted, a key difficulty in sonar modeling as applied to

underwater virtual world use is the very large numbers of models that are available for

different ocean conditions and different sonars. The Recursive Ray Acoustics (RRA)

algorithm (Ziomek 93, 94) provides an approach which appears to be general and

well-suited for real-time graphics rendering. A ray tracing algorithm, RRA derives the

fundamental wave equaLians describing sound propagation from a differential equation

form to a difference equation form. Three-dimensional models for sound speed profile

(SSP) and terrain bathymetry are retaincd as independent inputs. The algorithm is fast
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Figure 2.17. Example Recursive Ray Acoustics (RRA) algorithm plot showing
sound ray bending due to vertical and down-range sound speed
profile (SSP) variations (Ziomek 93).

since each short ray segment in a long ray path is calculated recursively based on the

ray segment preceding. RRA can be used to calculate position, propagation angles,

sound pressure level (SPL) and travel time along a ray path. Most significantly it

appears to be applicable over a wide range of frequencies since approximations and

empirical simplifications are avoided in the original RRA derivation. Comparison of

RRA results with different models validated in a variety of problern domains has been

excellent. RRA appears to be a general, precise and rapid algorithm suitable for

real-time sonar modeling and visualization.

4. Additional Work in Sonar Visualization

(Rosenblum 93) presents an overview of current work relating to sonar

visualization. Additional images and explanation appear in (Rosenblum 92)
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(Kamgar-Parsi 92). (Karahalios 91) examines volumetric sonar visualization concepts

and presents example visualizations using near-field sonar processing data. Additional

images from her work appear in (Keller 93, p. 122). A summary of underwater

acoustic models which includes example sonar visualizations is (Porter 93).

Wireframe sonar visualization is included in simulated AUV use of mine avoidance

tactics in (Hyland 93). Occupancy grid methods presented in (Elfes 86) are further

considered in (Auran 95). A vaiiety of 2D line drawings which incorporate

uncertainty information appears in (Leonard 92). Scientific visualization techniques

applied to the display and inter)retation of very large environmental datasets appeal- in

(Rhyne 93a, 93b).

G. ON(OING AND FUTURE PROJECTS

Directions taken in this work have also considered current and future efforts

which might benefit from an underwater virtual world approach. The following

projects represent many diverse and fascinating research areas which might benefit

from connection to a distributed underwater virtual world architecture.

1. JASON ROV and the Jason Project

The .IASON remotely operated vehicle (ROV) has been used to conduct

scientific exploration on a wide range of oceanographic and historic sites of interest

(Ballard 93), including investigation of benthic chernosynthetic tubeworm communities

and discovery of HMS TITANIC. Deep ocean investigations using JASON are

supported by a surface ship with a control van, as well as the intermediate tow sled

MEDEA which provides lights and local decoupling frlom long trailing tethers. Ii

addition to power and icontrol signals, the use of fiber optics permits transmission of

high-bandwidth sensor and video data frorn vehicle to support ship.

In 1989 the JASON Foundation for Education was formed to utilize

scientific exploration missions best exemplified by the JASON ROV as a catalyst and

central focus for widely distributed distance learning (Brown 93). JASON Project

missions are held annually. Students first learn about science objectives in detail
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Figure 2.18. Iason ROV mission profile and JASON Project communications
lin0s WOWuwn 93),

during regular classes, and then observe and participate in the expedition as it occurs.

A team of about a dozen students assists researchers on• site while tens of thousands of
remote students watch live video st'eams via satellite downlink, A snall number of

these remote students are also able to teleoperate the ROV via the satellite link,

Months prior to each annual expedition, teachers are given a comprehensive

multidisciplinary instructional guide which helps integrate subjects such as

oce,',ography, physics. archaeology, history, biology etc. into the regular school

curricula. Students are thus provided live real world examples to motivate and

invigorate th~eir studies.
Scientists also remotely participate in these missions. Scientific objectives

are tot diluted but rather extended to include students in the conduct of significant

actual research. Live real-time multicast dissemination oV JASON vehicle telemetry
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Figur e 2.19. las~on, IOV mission playbac k fi urn JASON Projcut 94 operating in
anl mmiersive CAVE environment at SIGGRAII1- 94 (Feldman 94).

anld imlagery over tile In1ternet waS One ol tho first wides~pread sucintific collaborations

that employed the MlImhie, Remote users have been able to download visualization

So~ltWae to observe the progress of each mission. Visual results are documented in

(Stewari 92) (Pape. 93) (RosCenb)LuM 93), including rendering of results using at walk-in

imrersive diisp lay room i cal led die CAVE Automatiu Virtual Environment (CAVE)

(Fl~ednan 94) (Cruz-Neira 93). Extension of these results using a comprehensive

underwater virtual World has thle p~otential to Further support distance learning and

sciontific research objectives. The involvement of' motivated and in~quisitive studenlts

can doubtless increase the realism and effc~tivenless Of anl Underwater virtLual world.
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2. Acoustic O)ceanogr'aphiic Sampling Network (AOSN)

A convergence of developing technologies is enabling ambitious new

approaches to oceanlography. Au~ton11omous OceanIographlic Sampling Networks

Environment

Figure 2.20. A utunomious Oceanographic Sampling Network (AOSN)
eliv irunmilental mission profile. Other planned mission profiles
include marine operations, mineral resources and fisheries
(Fricke 94) (Curtin 94).

(AOSN) arc an amlbitiouIs planI for laige-scale long-duration synop~tic data sampling

uISHng muIl~tipleI networked autonolo us vehicles and sensors (Curtin 93). Uintedhered

network connections f-or AIJVs and un11derlwater sensors are via acoustic modems to

netLwork nodes which relay data to Shore- o)ver r'adio fr1equency (RE) links

(Catiplov ic 93). Nuimerous competing, design tradleof Is must be considered. AU V
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propulsion endurance and communications efficiency must meet energy expense per

survey urea criteria. The limited bandwidth and noisy acoustic channel of the water

coluni must be effectively and reliably exploited. The physics of underwater

transnmission are far different than RF transmission, so packet network protocol design

i. not easily adapted. Currently it is not clear that multiple vehicles and sensors will

effectively interconnect with the Internet. Numerous cost-effectiveness issues must be

addressed simultaneously. Nevertheless it is clear that such an approach holds the

promise Of revolutionizing oceanographic sampling and ocean exploration.

Interconnecting large numbers of information entities and diverse data products in a

comripehensible fashion is an excellent application for implementation in an

Internet-wide underwater virtual world.

3. MBARI-NASA Anies-Postgraduate School-Stanford Aerospace

Robotics Lab (MAPS) Project

Four research institutions in the Monterey Bay region have begun a

cooperative collaboration to design and build a next-generation AUV. Proposed

rapid-response science missions for this AUV call for deep depth capability, single

work day operating endurance between recharging, moderate cost and interchangeable

mission-specific sensor suites. Use of an underwater virtual world is likely to reduce

impediments to regional research collaboration, improve access to scientific data

measurements, maximize utilization of shared resources and enhance a common

undcrstanding of vehicle challenges.

4. Live Wor /ide Distribution of Events

Collaboration, distance learning, human interaction and communication of

ideas do not magically happen when a computer is connected to the Internet. We have

found that people issues and technical issues are equally important when building large

open networked virtual workspaces. To improve our understanding of these issues and

increase the accessibility of those worlds, we have performed an ambitious series of
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regional and world-wide multicast sessions using the MBone (Brutzman 94a, 94b, 94c,

94d, 94f) (Macedonia 95b) (Gambrino 94).

Reardless J' whether participants are scientists, naval officers, school

chilhren or interested bystanders, it is always the same real world that we are trying

to recreate virtually. Ongoing efforts to further develop the underwater virtual world

will continue to narrowcast computer graphics, video, audio, hypermedia and

DIS-compatible AUVs with anyone interested in participating. These events will

continue to extend and strengthen the empirical basis underlying this work,

5. Monterey Bay Regional Education and the Initiative for Information

Infrastructure and Linkage Applications (I3LA)

A regional network is being planned and built which will connect

researchers, educators and students throughout the tricounty Monterey Bay region via

interactive multimedia, audio and video (Brutzman 94f), Named the Initiative for

liforination Infrastructure and Linkage Applications (I'LA), this group project is an

exciting broad-based collaboration which teams educators, scientists, business and

government, We hope to fundamentally change local schools by connecting education

with active ocean-related research at the individual classroom level. Our educational

network design approach follows the Internet model (Gargano 94). ILA will give

individuals at 51 different schools and research institutions interactive access to any

type of live or archived media using a variety of bandwidth rates. Student ages range

from kindergarten to p.'ostgraduate. IPLA exemplars for education include daily science

missions using the Monterey Bay Aquarium Research Institute (MBARI) Ventana

ROV, Monterey Bay Aquarium (MBA) exhibits, and San Jose Technical Museum for

Innovation programs. A similar regional effort which uses underwater vehicle

technology as a focus to enhance science education is described in (Babb 92-93).

Helping to build a regional information infrastructure with strong ties to education has

benel'ited design of the network architecture presented in this dissertation. Current

work un the underwater virtual world includes adapting the software to be suitable as
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research institutions are being connected.
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an education application, which will further encourage extension of distributed virtual

worlds as mechanisms for human interaction and information correlation.

H. SUMMARY AND CONCLUSIONS

This section presented work related to the design and construction of an

underwater virtual world for an AUV. Overview summaries were provided for

underwater robotics, robotics and simulation, underwater vehicle dynamics, networked

communications for virtual worlds, sonar modeling and visualization, and ongoing and

future projects.

Virtual reality as exemplified by immersive human-computer interface devices is

a much larger albeit related field which is outside the scope of this work. Key surveys

and bibliographies of virtual reality concepts, systems and trends appear in

(Durlach 94) (U.S. Congress 94) (Pantelidis 94) (Emerson 94).

A number of scientific disciplines and new technological capabilities are

becoming mutually compatible thanks to the multiplying effects of network

connectivity. Presentation of these diverse fields under the unifying perspective of

designing AUVs and virtual worlds shows that many new possibilities are becoming

feasible. The review presented in this chapter shows that creation of a comprehensive

networked virtual world for an autonomous robot has not been previously proposed or

attempted. Following chapters will specifically show how numerous competing

research objectives can be resolved and implemented to produce an underwater virtual

wAorld for an autonomous underwater vehicle.
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III. PROBLEM STATEMENT AND SOLUTION OVERVIEW

A. PROBLEM STATEMENT

A critical bottleneck exists in Autonomous Underwater Vehicle (AUV) design

and developnment. It is tremendously difficult to observe, communicate with and test

underwater robots. because they operate in , remote and hazardous environment where

physical (lynumics and sensing modalities are cuunterintuitive.

B. PROPOSEI) SOLUTION

An underwater virtual world can comprehensively model all necessary functional

characteristics of the real world in real time. This virtual world is designed from the

perspective of the robot controller, enabling realistic AUV evaluation and testing in the

laboratory. Three-dimensional real-time graphics are our window into the virtual

world. A networked architecture enables multiple world components to operate

collectively in real time, and also permits world-wide observation and collaboration

with other scientists interest(, I in the robot and virtual world.

C. AUV DEVELOPMENT DIFFICULTIES

The primary difficulty facing AUV developers is a challenging physical

environment: an operating AUV is inaccessible, remote, and unattended. It is

subjected to extremes of pressure, temperature, corrosion. Communications are
intermittent or nonexistent. Sonar sensing is physically slower and very much

different from vision. Vehicle deployment, operation and recovery are

timne-c, ,,;mrning and expensive, Vehicle physical dynamic control is very challenging.

Thei , ,:x spatial degrees of freedom (three dimensions each tor position and

rotation), not all physical control issues are solved, and there may be an unpredictable

influence by ocean currents. Propulsion is costly, slow and limited. A typical vehicle

only has a few hours endurance.
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There is clear empirical evidence of a severe bottleneck in underwater robotics.

There are thousands of indoor and outdoor land-based mobile robots, many hundreds

of airborne and space-based autonomous robots, and many hundreds of underwater

remotely operated vehicles (ROVs). In contrast there are perhaps a dozen working

ALUVs in existence, each with limited functionality. A harsh working environment and

susceptibility to physical failure are arnong the major reasons for this scarcity. AUV

failure in the ocean is unacceptable for seve al reasons: any failure may become

catastrophic, recovery may be difficult or pointless, and replacement costs in time and

money are prohibitive. We can cciclude the following about AUV design: reliability,

stability and autonomy are paramount. AUV constraints are often worst-case for any

type of robot due to challenges inherent in the underwater environment, and many

theoretical and engineering problems remain open.

1). WHY AN UNDERWATER VIRTUAL WORLD?

The broad requirements of underwater robot design provide a strong argument

against piecerneal design verification. Individual component simulations are not

adequate to develop effective intelligent systems or evaluate overall robot

performance. A precise definition of a virtual world follows to eliminate any possible

ambigifity in this term.

Virtual world systen..characteristics are seeing and interacting with distant,

expensive, hazardous, or non-existent 3D environments. The technology for
'seeiig" is real-time, interactix,, 3D computer graphics and the technology for
"interacting" is evolving and .-aried. (Zyda 92b)

An underwater virtual world for an autonomous underwater vehicle is intended

to provide complete functionality of a submerged environment in the laboratory. A

"virtual world '." n provide adequate simulation scope and interaction capability to

overcome the inherent design handicaps imposed when building a remote robot to

operate in a hazardous environment. Construction of a virtual world for robot

development and evaluation is hereby proposed as a necessary prerequisite for
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successful design of a complex robot which operates in a hazardous environment, such

as an ALUV.

A virtual world used to recreate every aspect of the environment external to the

robot mu,:t also include robot sensors and analog devices (such aS thrusters and

rudders) which are impossible to realistically operate in a laboratory. Interactions

between software processes, vehicle hardware and the real world must all be

comprehensively modeled and mutually consistent. Robot physical behavior and

sensor interactions must be modeled and simulated exactly.- The robot controller itself

is directly plugged into the virtual world using normal sensor and actuator connections,

either physically or logically. The difference between operation in a virtual world or

an actual environment must be transparent to robot software in order to be effective.

The current underwater robot development paradigm is inadequate and costly.

Piecemeal design verification and individual component simulations are not adequate

to develop and evaluate sophisticated artificial intelligence (Al)-based robot systems.

Virtual world systems provide a capability for robots and people to see and interact

within synthetic environments. The research goal of this dissertation is to provide

complete functionality of the target environment in the lab, providing adequate

simulation scope and interaction capability to overcome the inherent design handicaps

of classical simulation approaches. AUV underwater virtual worlds may break the

AUV development bottleneck.

E. AUV UNDERWATER VIRTUAL WORLD CHARACTERISTICS

The underwater virtual world must recreate the complete elivironment external to

the robot. Robot physical dynamics behavior must be correctly reproduced, since

underwater vehicles are prone to nonlinear dynamic instabilities and unpredicted

physical responses may result in vehicle loss. Robot sensors and analog devices must

be also modeled accurately. To minimize sources of simulation error, an exact copy

of robot hardware and software is plugged into the virtual world using physical or

logical sensor and actuator connections. The difference between operation in a virtual
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world or an actual environment must be txansparent to the robot software. Finally,

successful implementation of a virtual world can be quantitatively validated by

identical robot performance in each domain. This is a type of Turing test from the

robot's perspective: if robot performance is identical in each domain, then the virtual

world is functionally equivalent to the real world.

Numerous component models make up the virtual world. Principal among them

are a six degree-of-freedom hydrodynamics model and geometric sonar model. All

models must interact with the robot in real time. Additionally, to be fully effective,

the virtual world needs to provide connectivity to viewers at any location for remote

observation and participation. A carefully constructed set of network connections

enables all of these goals to be met simultaneously.

The overall structure of the AIJV underwater virtual world software architecture

is illustrated in Figure 3. 1. This architectural structure diagram is very broad and is

intended to show how many component models can work together. Most virtual world

components have been implemented in this dissertation, demonstrating the soundness,

validity and scalability of the resulting virtual world.

F. NE'TWORKING

Distribution of underwater virtual world components enables scalability and

real-time response. A distributed approach also minimizes dependence on unique (or

hard-to-replace) hardware and software. A standard point-to-point socket connects the

robot and the virtual world allowing rapid and direct two-way interaction. The IEEE

Distributed Interactive Simulation (DIS) protocol (NPS implementation version 2.0.3)

is also used for compatible interaction with other virtual worlds and users listening on

the Internet (IEEE 93) (Zeswitz 93).

This project is an excellent application to take advantage of a high-bandwidth

Internet, further extending the capabilities of multiple researchers. The network

approach allows many individuals dynamic remote access, which is demonstrated by

Multi-ast Backbone (MBone) transmission of video, graphics, sound and DIS reports
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Figure 3.1. NPS AUV underwater virtual world software architecture.
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for collaboration with other participants outside the site where the robot and virtual

world are operating. Providing hypermedia access via publicly available

World-Wide Web (WWW) network browsers such as Mosaic makes a complete
variety of pertinent archived information available to anyone. Reutievable information

resources include imnages, papers, datasets, software, sound clips, text, speech, source

codC, executable programs, live or archived video, and any other computer-storable

media. Together MBone and the World-Wide Web provide the infrastructure of the

information superhighway, letting anyone listen in and watch your work. Addition of

multicast networked DIS packets and publicly available software lets people observe

an identical interactive virtual world from any location with minimum burden on the
global Internet. Remote interaction by numerous players within the virtual world of

robot and environment becomes feasible and even convenient.

G. IMPORTANCE OF SENSORS

Design of autonomous underwater robots is particularly difficult due to the

physical and sensing challenges of the underwater environment. Robot performance is

often very tightly coupled to sensor accuracy and interpretation. Emergent behavior

from interaction between robot processes and the environment can only be determined

through experimentation, H-laving valid sonar and terrain models is very valuable for

robot design and testing, since sensor interactions can be repeated indefinitely. Many

new research projects become possible. Machine learning based on massive repetitive

training is feasible, such as the design and implementation of trainable genetic

algorithms or neural networks. Potentially fatal scenarios can be attempted repeatedly

until success is reliably achieved, without risk to robot, human or environment.

i-. SONAR VISUALIZATION

Visualization of robot sensor interactions within a virtual world permits

sophisticated analyses of robot performance that are otherwise unavailable. Sonar

visualization permits researchers to accurately "look" over the robot's shoulder or even

"see" through the robot's eyes to intuitively understand sensor-environment
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interactions. Similar in-depth analysis is not possible using utaditional test methods

Such as individual software module evaluation, direct robot observation or post-mission

scenario reconstruction. In particular, the overwhelming size and information content

of iocean-rclatedl and robot-related datasets means that visualization is essential to

extract meaning from numerous simultaneous quantitative relationships. Visualization

of the robot in its surroundings greatly improves human understanding.

An initial geometric sonar model implementation demonstrates how larger-scale

sunar and terrain models can fit into the underwater virtual world architecture, More

detailed visualizations of environmental datasets and a general sonar model have been

implemented offline. They are included to show how additional sonar visualization

capabilities can extend even further the functionality of the implemented underwater

virtual world. Future work in sonar and terrain includes scaling up these models for

interaction using world spaces of arbitrary sizes.

I. PARADIGM SHIFTS: CONTENT, CONTEXT, AND WORLD IN THE

1I)OP

Within two lifetimes we have seen several paradigm shifts in the ways that

people record and exchange information. Handwriting gave way to typing, and then

typing to word processing. It was only a short while afterwards that preparing text

with graphic images was easily accessible, enabling individuals to perform desktop

publishing. Currently people can use 3D real-time interactive graphiks simulations and

dynamic "documents" with multimedia hooks to record and communicate information.

Furthermore such documents can be directly distributed on demand to anyone

connected to the Internet. In this project we see a further paradigm sh~ft becoming

possible. The long-term potential of virtual worlds is to serve as an archive and

interaction medium, combining massive and dissimilar data sets and data streams of

every conceivable type. Virtual worlds will then enable comprehensive and consistent

interaction by humans, robots and software agents within those massive data sets, data

streams and models that recreate reality. Virtual worlds can provide meaningful
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context to the mountains of content which currently exist in isolation without roads,

links or order.

As networked virtual worlds mature they will become more robust, efficient and

portable. Going past the logical conclusion of "har'dware in the loop" use of robots

',ithin a virtual world, as is presented in this dissertation, eventually virtual world

models will be embeddable back into the robots. Having a "world in the loop" as an

embeddable component in this manner will extend the capabilities of robots to sense,

interpret and interact with the real world around them, The fidelity and scope of

virtual world models and representations will improve steadily as robots and humans

operate interchangeably in virtual worlds and the real world.

54

"=- : .. . . : L••• l l'' ' iP ' -" l " ," I !'- • 1 - 1 - r i • R [



IV. NPS AUT)(NOM(OUS UNI)ERWATER VEHICLE

A. INTRODUCTION

Detailed knowledge regarding robot requirements is a necessary prerequisite for

implementing robot operation in a virtual world. This chapter describes key

coinsiderations in underwater robotics hardware and software, particularly as

instantiated in the NPS AUV. Familiarity with the Chapter 11 review of related

robotics projects is recommended. An overview of generic AUV hardware and

software is followed by NPS AUV hardware specifications and software

characteristics. Additional overview descriptions of the NPS AUV and related

research appear in (Brutzman, Compton 91) and (Healey 92a). Due to the large

variety of critical tasks an autonomous underwater robot must perform, a robust

multilevel soft ware architecture is essential. 'rhe software architecture used by the

NPS AUV is the Rational Behavior Model (RBM). The three levels of RBM are

described with emphasis on the real-time characteristics of each level. Details are also

provided regarding vehicle software developed in this work. Specific contributions of

this dissertation include extending the RBM execution level and improving

implemented R B3M interprocess communication (IPC).

B. UNDERWATER ROBOTICS

Although there are far fewer robots designed to operate underwater than in other

environments, there is much diversity in the hardware and software of those robots

that exist. Underwater robot hardware is mostly concerned with watertight integrity,

maneuvering and sensing. Underwater robot software is usually preoccupied with

real-time hardware control. Implemented higher-level functions are rarely as

sophisticated or capable as desired. Although manipulators and intervention tools are

conmmon on remotely-operated vehicles (ROVs), they remain a rarity on autonomous

robots because fundamental problems of ship control, navigation and classification of
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detected objects are not well solved. Recent overviews of prominent AUVs and

related technical problems are (Fricke 94) (Zorpette 94). The best way to understand

the capabilities and weaknesses of these vehicles is to watch them in operation. High

quality videotape footage and written summnaries of state-of-the-art underwater robots

appear ill recent video conference proceedings (Brutzman 93a) (Brutzman 94a).

1. Underwater Vehicle Hardware

Unfortunately the cost in time and money of assembling an AUV is high

and currently beyond the reach of most academic institutions. Nevertheless most

hardware components are commercially available, particularly since the remote

operated vehicle (ROV) industry is well established and thousands of ROVs have been

deployed. Institutions considering building an AUV are advised to start by looking at

existing ROVs and related components that can be adapted for autonomous operation.

Pressure hulls for AUVs typically fall into two categories: streamlined and

open frame. Strean-ilined hulls are useful for operating at high speed, or minimizing

drag so that propulsion endurance is maximized. Open frame hulls typically consist of

a framework of nining open to the ocean, with all components bolted onto the frame

wherever appcopiltue. At low operating speeds drag is not a significant handicap, and

the open frame simplifies placement arid adjustment of hardware devices.

Power supplies and propulsion endurance are a significant weak point ih

current AUVs. Most vehicles are powered by lead-acid or silver-zinc batteries with

usable capacity ranging from several hours to about a day. Hydrogen gas generation

during battery charging or discharge is a serious personnel and equipment hazard.

Research and development work in improving power density has focused for a number

of years on alternative battery elecutochermistries, closed-cycle (self-oxidizing) engines

and aluminum hydroxide fuel cells, but dramatic improvements in cost or capability

are not soon expected. Eventually the active research and development of improved

battery technology for electric cars and laptop computers may provide useful power

supply alternatives.
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Sensors are one of several key technologies that distinguish underwater

robots from ground, air and space-based robots. Since the oceans are generally

opaque to visible light at moderate-to-long ranges, vision-based video systems are

unreliable in turbid water and are ordinarily of use only at short distances. Vision

systems usually require intense light sources which further deplete precious energy

reserves. In comparison to underwater computer vision, sonar (acoustic detection) has

lung been a preferred sensing method due to the very long propagation ranges of

sound waves underwater. However. sound waves can be bent by variations in depth,

tempcratulre and salinity. A variety of problems including ambient noise, multipath

arrival, fading, shadow layers, masking and other effects ,can make sonar use difficult.

Since active sonar typically provides good range values with approximate bearing

values, algorithms for sonar recognition are much different than vision algorithms.

Blue-green lasers are relatively new underwater sensors that ar'e useful since they can

provide accurate range and accurate bearing data at short-to-moderate ranges with low

power consumption. Other hardware sensors of interest to AUVs include pressure

instruments, flow detectors, inertial navigation acceleration and angular rate sensors,

and fast Global Positioning System (GPS) receivers. New and varied sensors are

being developed for oceanographic survey measurements and trace chemical detection

(Bales 94a, 94b).

Communications with underwater vehicles are notoriously difficult.

Tethers can provide high bandwidth and even a power supply, but remain subject to

entanglement and breakage with the subsequent possibility of vehicle loss. Tethers

typically require tether management systems which can be very costly in their own

right. Tethers also induce undesirable and varying drag forces on the underwater

vehicle. Acoustic modems are a useful innovation that can provide conm-munications

links, but are very susceptible to channel noise and channel loss problems. A serious

limitation in current acoustic modems is incompatibility with the Internet Protocol

(IP), and further network research efforts are necessary to incorporate forward error

correction (FEC) and transport protocol functionality for reliable internetworking of
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underwater devices. Acoustic long-baseline and short-baseline navigation can be used

to determine underwater vehicle location by measuring time of flight of pings between

beacons at fixed locations and a transponder located on the vehicle. Beacon pings can

be further encoded to pass positional information back to the vehicle. Unfortunately,

the primary limitation of navigation in an acoustic field is that beacons must be

deployed beforehand in known locations around the area of interest.

2. Robot Software Architectures

Designing an AUV is complex. Many capabilities are required for an

underwater mobile robot to act capably and independently. Stable physical control,

motion control, sensing, motion planning, mission planning, replanning and failure

recovery are example software components that must be solved individually for

tractability. The diversity and dissimilarity of these many component subproblerns

precludes use of a single monolithic artificial intelligence (Al) paradigm.

Distributed Al usually addresses specifications and protocols between

similar autonomous agents working cooperatively on gloLal problem,;. Hybrid

reasoning often refers to novel combinations of two or three techniques to improve

overall performance when solving a single problem type. Neither definiton appears

suitable for general robot control. Multiple dissimilar Al processes must interact in an

intelligent manner to achieve the robust capabilities and multiple behaviors needed by

a mobile robot (Elfes 86). A variety of robot architectures have been proposed and

developed to provide the control framework under which multiple Al processes can

interact. A brief discussion of current robot architectures is therefore useful to clarify

the scope of robot design issues.

Robot architectures can be classified over a spectrum that ranges from

hierarchical to reactive (Byrnes 93). Hierarchical architectures can be characterized as

being deliberative, symbolic, structured, "top down," goal-driven, and having explicit

focus of attention. They are often implemented using backward inferencing.

I licrarchical approaches typically contain world models and use planning and search

techniques to achieve strictly defined goals. Hierarchical architectures tend to be
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,ewhat rigid, unresporosive in unpredicted situations and computation-intensive.

Ne\ ertheless they remain capable of highly sophisticated performance.

Reactive architectures are subsumptive, "bottom up," sensor-driven, layered

and may often be characterized by forward inferencing. Reactive architectures attempt

to combine robust subsuming behaviors while avoiding dynamic planning and world

models. Reactive architectures appear to behave somewhat randomly and achieve

success without massive computations by using well-considered behaviors that tend to

lead to task completion (Brooks 86, 90). Scaling up to conrlplex missions is difficult.

Stability and deterministic performance is elusive.

It is interesting to note that numerous robot architecture researchers have

recently proposed hybrid control architectures (Kwak 92) (Bonasso 92)

(Bellingham 90) (Payton 91) (Spector 91). A common theme in these proposals is

integrating the long-term deliberation, planning and state information found in

hierarchical approaches with the quick reaction and adaptability of subsumptive

behaviors. Individual weaknesses of hierarchical and reactive architectures appear to

be well-balanced by their respective strengths.

Physical stability and reliability deserve repeated mention in the context of

multiple interacting processes. Control system considerations are often overlooked

under the guise of simplifying assumptions that hide important real world restrictions

and pitfalls. Robot survivability dictates that physical and logical behavior must

always converge to a stable yet adaptive set of states. Divergence, deadlock, infinite

loops and unstable dynamic behavior must be detectable and preventable. Hard

real-time operating constraints on sensing, processing, action and reaction must be

similarly resolved. Robotics research in other environments are expected to be

pertinent and useful; for example, physical stability prerequisites become similarly

important for ground robots as they progress from structured to unrestricted

environments. Finally it is worth reiterating that an underwater virtual world is

proposed as the best way to enable repeated testing of underwater vehicle control,

stability and reliability.
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C. NPS AUV HARDWARE

The NPS AUV has four paired plane surfaces (eight fins total) and bidirectional

twin propellers. The hull is made of pressed and welded aluminum. The vehicle is

ballasted to be neutrally buoyant at 387 lb. Design depth is 20 ft (6.1 in). A pair of

sealed lead-acid gel batteries supports vehicle endurance of 90-120 minutes at speeds

up to 2 ft/sec (0.61 n/sec).

A free-flooded fiberglass sonar dome supports two forward-looking sonar

transducers, a downward-looking sonar altimeter, a water speed flow meter and a

depth pressure cell. Five rotational gyros mounted internally are used to measure

angles and rates for roll. pitch and yaw respectively. Cross-body thruster tunnels were

designed and built for the NPS AUV. An inline bidirectional propeller in each

thruster can provide up to 2 pounds of force (Cody 92) (Healey 94b).

Detailed specifications of all NPS AUV hardware components are presented in

tTorsiello 94). An external view of the vehicle is shown in Figure 4.1 and primary

internal component arrangements are shown Figure 4.2. A detailed schematic of

vehicle internal components appears in Figure 4.3. A photograph showing the

NPS AUV in the test tank is provided in Figure 4.4.

60



Figure 4. 1. Exterior view of NPS AUV, 8 plane surfaces and twin pr'opellers.
Length is 8' (2.4 m), heigt 10' (25.4 cm), width 16.5' (41,.9 cm).
Weight and buoyancy are each 435 lb (197.5 kg) when submerged.

Figure 4.2. Internal view of principal N~PS AUM components.
Four cross-body thrusters: two lateral and two vertical.
Two card cages contain 68030/OS-9 and 386/DOS mic;roprocessors.
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Figure 4.3. NPS AUV 11 internal components layout (Torsiello 94).

... ....

I iguve 4.4. NPS AUM sljown in te~st tank (Torsit-llo 1,4).

62



The NPS AUV is primarily designed for research o0l autonomous dynamic

control, sensing and Al. Software control of the vehicle is provided at a high level

corresponding to strategic planning and tactical coordination, as well as at a low level

corresponding to hydrodynamics control of plane surfaces and propellers. Sensors are

alsu controlled via execution level microprocessor.-hardware interfaces, although some

sensor functions (such as steering individual sonar transducer bearing motors) may be

optionally commanded by the supervising tactical level. TRITECH sonar range

resolution varies with maximum range and selected range bin size. Sonar

specifications appear in Table 4.1, derived from (Torsiello 94).

Table 4.1. NPS AUV Sonar Types and Specifications.

Sonars and Tritech ST-1000 Tritech ST-725 Datasonics

parameters PS A-900

Function Conical scan Vertical sector scan Depth sensing

Beam shape 10 pencil cone 240 vertical 10' cone
by 10 wide

Frequency 1250 KHz 725 KHz 210 KHz

Maximum range 4.50) m 6.. 100 rn 27 m

Range resolution 1..80 cm 4..80 cm - 1 cm

Steering increment 0.90 horizontal 0.90 horizontal fixed downward
mechanical drive mechanical drive not steerable

Operating modes Sector Profile, Sector Scan Data averaging
Sector Scan (4 ping window)

Ping rate 10 Hz 10 Hz 10 Hz

Location in bow port below port abo 'e starboard below

Twv microproccs,;ors 'ire available for use aboard the NPS AUV:

a Motorola 68(03() and an lntel 30386. Each is mounted on a 4" by 6" Euroblis card

manufactured by Gespac Inc. The operating system for the 6X030 is the OS-9
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real-time operating system by Microware Inc. Support for the OS-9 operating system

running on Gespac computers is problematic at best- a recommended reference for

OS-9 users is (Dayan 92). Operating system for the 30386 is Digital

Research (DR) DOS 6.0, chosen for small kernel size and the ability to manually

switch between tasks. Multitasking operating systems such as Windows and OS/2

were earlier considered and rejected due to their insistence on graphical user interface

overhead. To date the 30386 has not been used for in-water missions. A variety of

different processors and operating systems are being considered for future NPS AUV

contigurations. UnIfortunately the large volume of intricate !egacy code dedicated to

controlling numerous analog-digital controller cards and devices has so far precluded

wholesale replacement of the current microprocessor/operating system combinations.

Vehicle designers must note that sealed lead-acid gel batteries are still

susceptible to hydrogen gas generation and venting (Calder 94), which becomes an

explosive hazard above 5% by atmospheric volume. Reliance on NPS AUV battery

seals together with excessive recharging, mission repetition and insufficient venting

resulted in a submerged hydrogen explosion in early 1994. Significant hull damage

resulted and most electrical equipment was a complete loss due to flooding tinder

power. No personnel were injured. Repairs took most of the year, but the refurbished

and icnamcd NPS AUV "Phoenix" resumed submerged testing in October 1994.

1). NPS AUV SOFTWARE

Ongoing (leveloopment of NPS AUV software has continued for over eight years.

A great deal of novel software research has been conducted during this period.

Underwater robot software architectures are a particular challenge because they include

a great many of the hardest problems in rohotics and Al over short, medium and long

time scales. The principal features and lessons learned to date relating to NPS AUV

software are summarized in the following sections.

64

Sv ., -m



1. Rational Behavior Model (RBM) Software Architecture

The Rational Behavior Model (RBM) is a trilevel multiparadigm software

architecture for the control of autonomous vehicles (Kwak 92) (Byrnes 92, 93, 95).

Strategic. tactical and execution levels corrc:;pond roughly to high-level planning,

intermediate computational processing of symbolic goals, and direct interaction with

vehicle hardware and the environment. The three levels of RBM correspond to levels

of software abstraction which best match the functionality of associated tasks.

Temporal requirements range from soft real-time planning at the strategic level to hard

real-time requirements at the execution level, where precise control of vehicle sensors

and propulsion is necessary to prevent mission failure and vehicle damage.

RBM provides an overall structure for the large variety of NPS AUV

software components. A particuiar advantage of RBM is that the three levels are

analogous to the watchstanding organization of naval ships. The strategic level

matches long-range planning by the commanding officer. The tactical level

corresponds to officer of the deck, navigator and officer watchstanders. The execution

level corresponds to helisismen, planesmen and sonar operators. Such analogies are

particularly useful for naval officers working on this project who know how to drive

ships, since it provides a well-understood partitioning of duties and a precisely defined

task lexicon.

Programuning paradigms are explicitly defined at each level of RBM in

oider to best match programming languages to objectives. Strategic level goals are

typically defined and met using backwards chaining. T".iktical modules are

object-oriented and use message passing to communicate. The execution level is

imperative. Typical languages for each level are Prolog, object-oriented Classic Ada

and C, respectively. Variations on the strategic level have produced provably

equivalent variations using forward chaining and backward chaining (Scholz 93).

(Byrnes 93) implen,.anted all three RBM levels concurrently in simulation, running

under networked Unix workstations but not on the NPS AUV proper. Initial

implementation efforts for this dissertation included integrating and testing a tactical
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level with an improved execution level, where source code for both levels compiles

identically and runs compatibly either on vehicle hardware or on networked

\o urktations.

The primary contribution of this di.sertation to RBM is extensive

development and implementation of the execution level (Brutzman 94e), as well as

formal specification and implementation of execution level communications

rcquirements. As predicted by (Brutzman 92a, 92c), availability of hydrodynamics and

sonar models for integrated sirnulation during robot development have been invaluable

for development of robot control algorithms. Implementations of strategic and tactical

levels in previous theses have only run in isolation and have never been tested

underwater due to inadequate execution level functionality (Brutzman 92a) (Byrnes 93)

(Womptotn 92) (Ong 90) (Scholz 93) (Thornton 93) (Wilkinson 92). Completion of a

robust execution level in this dissertation now permits meaningful integration of

strategic and tactical RBM levels with a capable execution level.

2. Multiple Operating Systems and Multiple Programming Languages

Given the relative uniqueness and slowness of the NPS AUV

microprocessors, operating systems and interfaces, it is desirable to be able to compile,

run anid test AUV software on a variety of platforms. The predominant computing

asset available to the NPS AUV research group is Unix workstations, particularly

Silicon Graphics Inc. (SGI) graphics workstations. Although Unix is not a real-time

operating system, it can be made to emulate the functionality of the real-time

operating system OS-9 used for the execution level, and the more common DOS

operating system used for the tact,: al level. To date the strategic level has not been

implemented in the vehicle due to lack of a workable multitasking environment on the

tactical 80386 microprocessor. Several attempts to multitask strategic and tactical

leve's using the Ada aind/or CLIPS languages were unsuccessful (Scholz 93)

(Thornton -)3).

The area of greatest interest to robotics researcher:; is developing source

code that imp)lements proposed algorithms. Standardized languages u'e an essential
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requirement for source code that is portable across multiple hardware platforms.

Languages used in the NPS AUV project reflect this criteria: Prolog, CLIPS, Ada,

Classic Ada, C and C++ have all been used. Theoretically, compilers for different

architectures will compile source code identically on each platform. In practice,

successful compilation of a single version of source code by multiple compilers is a

rarity. Modified compilation control makefl/es and context-sensitive compiler

directives may be able overcome variant compiler limitations (Brutzman 94e). Such

an approach is essential because there then needs to be only one single version of

robot code that can compile and run successfully in any appropriate environment.

NPS AUV project expe.>,nce has repeatedly shown that failure to insist on

cross-platform compatibility leads to "versionitis" and configuration control problems

which prevent research code from being successfully implemented and integrated with

previous vehicle software efforts. Such failures are unacceptable.

Given that source code is written in a standardized language and compiles

on all pertinent platforms, a further significant problem can occur. Although the

hybrid language approach espoused by RBM provides an excellent match between

s•oftware abstraction and intended functionality, getting dissimilar languages to

compile, link and execute compatibly is extremely difficult. In every possible

combination that we have examiined and tested, implementation of hooks between

languages and linking multiple language object files were not standardized.

Furthermore external language hooks typically do not perform as advertised. Despite

Herculean efforts, several RBM-related research efforts have failed to get different

levels of RBM communicating properly due to this vulnerability.

Fortunately, we have encountered one widely available IPC technique that

is likely to support any choice of programming language, operating system or

hardware architecture: use of standard Berkeley Standard Distribution (BSD) sockets

compatible with the Internet Protocol (IP) (Stevens 90). IP-compatible socket

communications are implemented on all computer platforms, and are available as

auxiliary tunction libraries in most programming languages of interest. Use of sockets
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has several added benefits: processes can run independently, interchangeably and

remotely on vehicle processors or networked workstations. Current NPS AUV

iimplenmentation efforts call for replacing the hard-wired and hard-coded serial and

parallel port conmmnications between processors with a network interface for each

vehicle microprocessor. Building a small network i .ial to the vehicle eliminates

specialized hardware and software communications, and does not impose a noticeable

lmcrformallce penalty. It also permits connecting vehicle processors and processes to

any remote entity on the Internet. Even tethers between an unmanned underwater

vehicle (LIUV) and the surface can be Ethernet connections (Bellingham 94). The

strength and numerous benefits of this approach have led us to network all possible

Components of A, UV-related software, both internal and external.

3. Execution Level Software

The execution progroan is a new and extended implementation of the RBM

execution level for the NPS AUV (Brutzman 94e). Originally based on the work of

(Marco 95) and others, execution, now includes a conumand language and runs

identically on the laboratory AUV hardware or on a networked SGI workstation.

Real-time performance for a 1() liz control cycle was maintained in each environment.

Code development on workstations enables faster compilation and provides more

robust debugging tools which are nontrivial benefits for such a large program.

" rincipal components of the execution program include invocation and stored mission

script file commands, commnunications to the tactical level, communications to the

virtual world, vehicle hardware interfaces, maneuvering control algorithms,

standardized telemetry data recording, and supplemental mathematical functions to

support computational geometry calculations. These supplemental functions incluoci

nlormalize (angle) which normalizes an angle to the range [O..ic), normalize2 (ungle)

which normalizes an angle to the range (-n/2..Tr/21, and atan2 (y, x) which returns the

angle to a point in the l)rICpr quiadrant.

Vehicle control algorithms are implemented using either thrusters (hovering

nodcs), planes/ruddcers/propellers (cruise modes) or all in combination. Control
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algorithms for the following behaviors are included: depth control, heading control,

open-loop rotation, open-loop lateral motion, waypoint following and hovering.

('ontrol algorithms are permitted to operate both thrusters and planes/rudders/propellers

simultaneously when such operation does not mutually interfere. All control code has

been developed and tested in conjunction with the construction of the hydrodynamics

model presented in Chapter VI. Design, tuning and optimization of control algorithms

in isolation and in concert is the subject of active research (Crisfi 89) (Yoerger 85, 90)

(Papoulias 89, 91) (Healey 89, 92b, 93) (Fossen 94) (Marco 95) and remains an

important area for future work. Control algorithm robustness is a particularly
important topic since potentially fatal nonlinear instabilities are possible and vehicle

reliability is paramount. Individual control algorithms created as part of this

dissertation follow.

Rudder steering control equations:

8 r,,,r bow - 8rudd•rstern (4.1)

k," normalize2 (ii- 0o,, + kr -r + k,• v

Planes depth control equations:

8 pknbow = - planes sttrn (4.2)

= kz'(z - + k' 0  + kq q - kw'w

Nove that planes and rudder are each constrained 5 ± 40' to prevent excessive

defle:ction and subsequent reduction of control above ± 45'. Planes and rudders are

zeroed at very low forward speeds in order to eliminate synchro hunting and

chattering.
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Vertical thruster depth control equations:

thruster6ow ,j,, thruster •.rn vdral (4.3)

- kthua, ,- (Z - Z oo ) -ku..ar w W

Lateral thruster heading control equations:

thrusterj ,w k,,ral - thrusterý,.,, aura (4.4)
= + kt,,, *," normahlize2 (if - *1,.,,,a,,i)

- kh,,,r.,."r r

Waypoint hovering mode control equations:

waypoint distance = Vx- X..car.)2 + (y - YcoMroan) 2  (4.5)

waypoint angle = normalize(atan2(ycom,.. - y, x.o,,d, - x)) (4.6)

track angle = normalize(waypoint angle - qj) (4.7)

along track distance - cos (track angle) .(waypoint distance) (4.8)

cross track distance = - sin (track angle) .(waypoint distance) (4.9)
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port, stbd propeller rpm = kproptUer hover* (along track distance) (4.10)

ksurge hover " U

thruster 1,trl- + kthar normalize2 (4.1)

+ kthruswr r r

- k.thrustr hover' (cross track distance)

+ kStiY hover (rV

thrusterstarn ,ral = kthrlst~r * -norMalize2 (i" - conmuw (4.12)

-kthnaur r"* r

- ktrr hovr (cross track distance)

+ ksay hover "v

Associated k coefficieats are all positive and appear in Figure 4.5.

4. (Comununications Among AUV Processes and the Virtual World

Sivue RBNI is a multilevel architecture, communications between levels

nmust be formnally defineld. Communication-s between robot and virtual world must also

be clearly specified. Defining communications includes establishing a physical path

for data transft:r as well as defining the syntax and protocol of exchanged messages.

LC)signL 0bjectivCs include reliability and clarity so that messages are easily created and

easily understood, either by software processes or by people.
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AUV execution level control algorithm coefficients

k_psi kr k_v kz kw k_tlleta k_q

1.90 2.00 0.00 15.00 2.00 4.00 1.00

k_tliruste _psi k_thruster r k_thrusterrotate

U. bU 5.00 2.25

k t hrusterz k_thruster w

I0.00 80.00

k-propeller_hover ksurgehover

200.00 6000.00

k t. irustte.r hover k swayhnover

4.00 10.00

Figure 4.5. Control algorithm coefficients from rniss '1ion1.Outulit.constants file.

Two kinds of messages are defined for use by robot and virtual world.

The first is the telemetry vector, which is a list of all vehicle state variables pertinent

to hydrodynamic and sensor control. Telemetry vectors are passed as a string type.

' hc second kind of messages allowed are free-format commands. Free-format

command messages are also string types., starting with a predefined keyword and

followed by entries which may optionally have significance depending on the initial

keyword. Messages with unrecognized keywords are treated as comments. These two

kinds of messages (telemetry Lind commands) can be used for any communication

necessary among robot-related entities. Employment of string types facilitates transfer

72



between different architectures. transfer via sockets, and file storage. String types also

ensure that all communications a-re readable by both robot and human. a trait that is

particularly useful during debugging. An open format for command messages permits

any usýer or new application to communicate with little difficulty'.

Within the AUV. the basic communications riot between execution level

and tactical level is ,traightforward. All telemetry vector,% are sent from the execution

le~el to the tactical level. providing a steady stream of time-sensitive, rapidly updated

intonmation. The tactical level may -end commands to the execution level as desired.

and the execution level may return informational mesages between zelemetry vectors

as appropriate. Nonadaptive tactical level functionality can also be provided by

prescripted mission command files. Telemetry vector records and command messages

are logged in separate rmssion output files for post-mission analysis and replay. Each

of these communications message types has been implemented and tested satisfactorily

tBrutzman 94ei. Communication protocols between tactical level and strategic level

are presented in (Byrnes 93) and are not examined here.
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Specific elements of the telemetry record appear in Figure 4.5 below.

Both data conmmunications internal to the vehicle (execution and tactical levels) and

data communications external to the vehicle (execution level and virtual world) utilize

the telemetry vector and keyword command message conventions. Currently the data

path between execution and tactical levels consists of paired simplex text streams over

,serial and parallel connections between the two microprocessors. The data path

between the execution level and the virtual world is via an Ethernet socket. In the

future, serial and parallel port data paths between the execution and tactical processors

are expected to be replaced by Ethernet sockets. Figure 4.i shows physical data paths

and inft,,rmation flow both internal and external to the vehicle.

phi theta psi

* " w p q r

_ j y .... •o zot phidot thetadot psi_dot

Se -LA_•ddeI delta-planes

,,�.!i-,er port rpm propeller stbd rpm

141,1.:',<,trsbow. vertical thrusterssternvertical

thrusters-bow-lateral thrusterssternlateral

STf000. range STIOUUbearing STIOO_strength

ST725_range ST725_bearing ST725_strength

Figure 4.6. Telemetry vecto" elements.
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Figure 4.7. NPS AUV hardware coifiguration and internal interprocess Conmmunication (IPC).
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The telemetry vector serves several essential purposes. hn addition to

providing a steady stream of information from the execution level to the tactical level,

the teler letry vector also serves as the data transfer mechanism between execution

level and , irtual world. Efficient communications between robot and virtual world are

essential if rapid real-time 10 Hz robot response is to be maintained. The telemetry

record is a concise and complete way to support all of these data communications

requirements.

Robot execution software is designed to operate both in the virtual world

and in the real world. While sensing in the virtual world, distributed hydrodynamics

and sonar models fill in pertinent telemetry vector slots. While sensing in the real

world, actual sensors and their corresponding interfaces fill in pertinent telemetry

vector slots. In either case, the remainder of the robot execution program which deals

with tactical communications, command parsing, dynamic control, sensor interpretation

etc. is unaffected. While operating in the virtual world, robot propulsion apd sensor

commands are communicated via the same telemetry vector. While operating in the

real world, robot propulsion and sensor commands are sent directly to hardware

interfaces for propellers, thrusters, planes, rudders, sonar steering motors etc. Again

almost all parts of the robot execution program are completely unaffected by this

difference.

The telemetry vector is therefore the key data transfer mechanism whereby

vehicle operation remains transparent and identical either in the virtual world or in the

real world. Telemetry vector updates also define the communication protocol between

execution level and virtual world. As might be expected, the execution level program

follows the common robotics cyclic paradigm of sense-decide-act. Figure 4.8 shows

in detail how the flow of control proceeds and the telemetry vector is modified during

each sense-decide-act cycle. Figure 4.9 provides an overview of the telemetry vector

update sequence as an alternate means of portraying the validity of this approach.
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Vehicle
Telnmety Vector Virtual World Real W ~rld

0 world models determine 0 execution level queries
expected hydrodynamics various physical hardwareSand sonar response sensor devices

S0 calculate corresponding 0 actual values returned for
inertial, electromechanical inertial, electromechanicaland sonar sensor values and sonar sensors

a update telemetry vector * update telemetry vector

all sensor values are now known,
update the current telemetry vector in execution level

Spartial vehicle

with current Tactical and strategic levels receive telemetry vector
sensor values and with sensor updates from execution level

previous orders
Tactical level or nission.script decide on actions and

0 P* provide commands to execution level as appropriate

S~Execution level decides on vehicle control response

and updates propulsion/sensor orders in telemetry vector

S ~Record complete telemetry vector

tcmpet vhil 
for current timestep in mission.output file

om p t v eh c e •

telemetr vco

parual vehicle Y execution level sends execution level sends
telemetry vector partial telemetry vector orders to various

with outdated to virtual world via a physical hardware
sensor values and communications socket propulsion controllers

Repeat next execution cycle,

Figure 4.8. Data flow via the telemetry vector during each sense-decide-act cycle.
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[ui posture; body-fmiew world-frame ordered ordered 1sensed1
telemnetry ,uxn= posadon, orientation velocities veldcties rudders, planes, sonar soar

vector .. .. propellers, thrusters bearings valuesSt, L ,.y u,,, v,w,p,q•, kj,, ,-,,-,, -- j .I

Sense- / / /

sensed values are updated by virtual sensors or by actual sensor

Decide Of_______ ___________

ordered values are chaged by tacida level orders, naia script & execudom level cottrol

executlion level updates clock ech tinmstep and serods to virtu world or harware

Figure 4.9. Telemetry vector modifications during each sense-decide-act cycle.

E. SUMMARY AND FUTURE WORK

This chapter discussed general underwater robotics hardware considerations and

software architectures. Hardware specifics of the NPS AUV are outlined.

Descriptions of NPS A-UV software focus on the Rational Behavior Model (RBM)

architecture. Multiple operating system and multiple programming language strengths

and drawbacks are presented from the perspective of several years of implementation.

Significant contributions to NPS AUV execution level functionality are described in

detail, including a tactical command language and multiple dynamics control

algorithms. Specifications are then presented for communications between execution
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level, tactical level and virtual world. A combination of two record types is shown to

he essential and coniplete: the telemetry vector of vehicle state, and free format

command messages. Telemetry is particularly important as the key to real-time data

transfer and interaction between the robot execution level, the underwater virtual world

and distributed users observing robot operation.

Future work includes many projects. Completing vehicle repairs and duplicating

test results from prior to the 1994 mishap are nearly complete. The execution level

program created for this dissertation needs to be reintegrated with the repaired vehicle.

Integration of GPS, internal network connections between microprocessors,

implementing strategic and tactical levels in the water, and porting sonar classification

algorithms are all planned or in progress. NPS AUV capabilities are nearly ready wo

support Al research in robot architectures, sensing, classification and planning

identically in the water or in the virtual world.
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V. THREE-DIMENSIONAL REAL-TIME COMPUTER GRAPHICS

A. INTRO)DUCTION

This chapter describes the principal characteristics needed for the creation of

object-oriented graphics viewers for visualizing a large-scale virtual world. Open

standards. portability and versatility are emphasized over platform-specific

performance considerations in order to support scaling up to very large numbers of

users, platform types and information sources. The Open Inventor toolkit and scene

description language has all of the functionality needed, and it is described briefly.

The potential integration of network connections to logically extend graphics programs

is examined in detail.

B. DESIRED CHARACTERISTICS OF GRAPHICS VIEWER PROGRAMS

A good graphics toolkit for building a virtual world viewer has many

requirements to fill. Rendered scenes need to be realistic, rapidly rendered, permit

user interaction, and capable of running on both low end and high end workstations.

Graphics programmers must have a wide range of tools to permit interactive

experimentation and scientific visualization of real world datasets (Nielsen 90)

(Thalmann 90). The ability to read multiple data formats is also important when using

scientific and oceanographic datasets. Scientific data format compatibility can be

provided by a number of data function libraries which are open, portable, reasonably

well standardized and usually independent of graphics tools (Former 92) (Rhyne 93b).

Viewer programs need-to be capable of examining high-bandwidth information streams

and large archived scientific databases. Thus the ability to preprocess massive datasets

into useful, storable, retrievable graphics objects will be particularly important as we

attempt to scale up to meet the sophistication and detail of the real world. Adequate

standardization of computer graphics and portability across other platforms is also

desirable but has been historically elusive.
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C-. Open Inventor

Open Inventor is an object-oriented 3D graphics toolkit for graphics applications

design (Strauss 92) (Wernecke 94a). Based on the Open GL graphics library,

Open hInvenor provides high-level extensions to the C++ (or C) programming

lUnguuige and a scene description language. It is designed to permit graphics

programmers to focus on what to draw rather that how to draw it, creating scene

objects that are collected in a scene database for viewpoint-independent rendering.

User-triggered events are an integral part of the graphics rendering engine in order to

permit rapid interactivity. A flexible design enables programmers to employ a variety

of object representations and interaction modes. Object-oriented functionality allows

users to customize and extend toolkit functionality through creation of new classes,

subclassing and inheritance (Wernecke 94b).

The graphics capabilities of Open Inventor are extensive, including most (if not

all) of the functionality described in canonical computer graphics reference

(Foley. van Dam 90), as well as hooks to X-Windows and Motif-compliant window

functions. Open. Inventor is well suited to build graphics viewers for interactive

real-time virtual worlds. It has been used to produce the graphics viewer for the

NPS AL[V underwater virtual world (Brutzman 94e). Particularly important and useful

capabilities of Open Inventor are examined in the following paragraphs.

1. Scene Description Language

The ability to store graphics objects as readable, editable files is especially

appealing for the creation of large-scale virtual worlds. Since the performance of

computer graphics is highly dependent on the computational complexity of scenes to

be rendered, it is inevitable that truly large-scale world scene databases will eventually

overload viewing graphics workstations. Such overload will occur regardless of the

efficiency of viewpoint culling algorithms and graphics pipeline optimizations, unless

partitionable and networked scene databases are used. Furthermore, since populating a

virtual world is a task that needs to be open and accessibie to large numbers of people,

an open graphics data standard is needed for virtual world construction. The ability to
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selectively load graphics objects and scenes from files is also an important distribution

mechanism which can take advantage of World-Wide Web connectivity. Thus use of

OI)Lel Inventor scene description files permits individual workstations to act as

graphics file servers, and also allows a large variety of viewers to examine individual

graphics objects.

Elements in a scene graph can also be represented by icons pertaining to

node type for easy reference. An abbreviated scene graph for the NPS AUV graphics

object file appears in Figure 5.1.

Mcartor

units tranlat8 rotate rotate rotate somx unitsmUinpte b6 nowa xform bottom
fot x, y, z X-4"XI y-axis Z-axis separator inchm group serator sepaator down omal-

* -e 8 ft directional

rotate wire complex~ity red xform so=a
10-Sonax fromm 0.2 ragteri1 sonar COW npsblh, complexity control sonar

IOU&t mat~ati 0.7 pohnt dome
nudb-
surfce

,I' \ * " .;

gold fvfins avfinls f hfs ahfi. npx, blue a Si ver thrsters cd cags
at r ua h umtb rMtara

Figure 5.1. Open Inventor scene graph for the NPS AUV graphics model (auv.ix').

Open Inventor is release 2 of the Inventor toolkit and includes numerous

performance improvements. A performance optimization guide and an offline scene
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graph optimization tool have also been included. These are both useful for tuning

Open Inventor applications to achieve near-optimal graphics pipeline performance.

2. Open Standards and Portability

Silicon1 Graphics Inc. (SGI) is the preeminent company producing 3D

computer graphics workstations and software, including Open Inventor. SGI has made

a corporate commitment to maintain the Open Inventor scene description language as

theii preferred open standard graphics file format. Although Open Inventor syntax is

not in the public domain like Open GL, SGI has further committed to maintaining

backwards compatibility through future versions of Open Inventor. (Wernecke 94c)

provides a methodology for writing translators from other scene description languages

to Open Inventor, further encouraging nonproprietary portability among graphics

models. Numerous third-party vendors are porting the Open GL and Open Inventor

programming environments to other operating systems and architectures (Macintosh,

Windows, Sun, HPUX etc.), further extending the expected portability of

Open Inventor models and viewers. Ubiquitous portability for analytic, hypermedia,

network. multicast and graphics tools is an extremely desirable feature for virtual

world model builders. Suitability of Open Inventor for this role was recently

underscored by an open working group examination and ballot which chose

Open Inventor over a dozen competitors as the baseline for the draft Virtual Reality

Modeling Language (VRML) specification (Pesce 94) (Bell 94).

Open Inventor file formats can be specified as ASCII (plain text) or binary

format files. Open Inventor specifications require that the first line of any file (ASCII

or binary) contain a plain-text declaration of Inventor version number for forward

compatibility with current and future file readers. Binary file formats are not openly

published by SGI but binary file readers are openly available, a design decision made

to ensure efficient backward format compatibility in future versions. As might be

predicted from an information-theoretic perspective, compressed ASCII Open Inventor

files are about the same size as binary files. Thus compressed ASCII (i.e. human

readable) Open Inventor files are suitable for network distribution with minimal
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bandwidth load. Open Inventor scene description files in text format (or forthcoming

VRML file format extensions) are therefore excellent candidates for object definitions

in a large-scale virtual world.

3. Behavior Animation through Data Sensors, Timer Sensors and Engines

Once graphics objects are specified, most graphics programmers expend a

great deal of effort connecting devices, data or algorithms to animate the scene. These

animation techniques are typically the heart of any graphics program and the specific

reason that most graphics programs are needed, because the only way to explicitly

specify behaviors is through the programming language itself. This also means that

most graphics scenes are not portable as scene description files, only as programs.

Open Inventor significantly extends the capabilities of scene description files by

providing data sensors, timer sensors and behavioral "engines" which can be connected

to automatically animate elements of the scene graph. Sensor and engine functionality

and connections can still be written out to file, preserving behavioral connections.

Behavioral extensions to a scene description language are very useful. A

simple example of engine functionality from (Wernecke 94a) is used to animate the

static JASON ROV graphics model (which was originally donated via electronic mail).

A graphics rendering of JASON appears in Figure 5.2. This figure moves about the

base of an oil platform in the underwater virtual world. The corresponding animation

scene graph is shown in Figure 5.3. Further work on extending behavioral definitions

to include detailed physically-based dynamics is desirable and has been demonstrated

independently (Zyda 92a).
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Figure 5.2. Open Inventor rendering of JASON ROV graphics model.

D. NETWORK LINKS TO GRAPHICS OBJECTS

As the use of the DIS standard becomes widespread, implementation of DIS

library functionality will be more frequent and a good candidate for tool automation.

Currently, vehicle graphics model connections to a DIS interface can be manually

programmed or specified through initialization files within virtual world viewers such

as NPSNET (Pratt 93): Increased user familiarity and availability of DIS libraries will

increase the population of DIS-compatible graphics-based entities. Creation of

DIS-compliant physical and graphical models is becoming progressively easier.

A recommended area for future implementation is the use of the DIS Message

PDU to augment the announced arrival of new entities. The Message PDU might

specify Internet Universal Resource Locator (URL) addresses which contain the
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Figure 5.3. Engine animation scene graph for JASON ROV wandering behavior.

graphics model and operational characteristics for entity types that were previously

unknown or unavailable. Such an extension permits the introduction of new DIS

entities automatically without requiring pre-exercise coordination. Another interesting

use of DIS Message PDUs in this underwater virtual world application might be to

relay the robot commands which are being spoken to all viewers. Possible formats for

this information include the original text, or a URL pointing to the synthesized audio

file to minimize duplicate sound server queries.

As the use of the World-Wide Web becomes ubiquitous, the placement of

graphics objects, images and datasets at well-defined network locations on public

servers will become commonplace. Individual and institutional domain experts can

maintain and update sophisticated world databases for open retrieval on demand.
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Textures corresponding to specific locations in terrain datasets can be used to map

available imagery to the real world. An example texture image manually collected

from a MBARI ROV V/en-tana video stream via the MBone is shown in Figure 5.4.

Figure 5.4. Example Monterey Canyon bottom image recorded via MBone video
from the MBARI ROV Ventana. This image is applied as a bottom
texture in the underwater virtual world. Used with permission.

Widespread application of textures is particularly suited to the automatic

collection of image data by robots. Automated collection and recording of video

mosaics can be registered with terrain and stored on public file servers to build

textured mnaps for large-scale virtual worlds. Extension and standardization of such

approaches is also furthered by the combination of graphics and networking

mechanisms proposed in the draft VRML specification (Bell 94).
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E. SPECIAL METHODS

Much more work is possible to extend and augment the graphics viewer. User

interface extensions will be focused exclusively on X-Windows Motif, Tk/Tcl

tOst.rhout 94) or hypertext ma..kup language in order to maximize portability. Sound

and data sonification can add an extra dimension to the display of scientific

information. Automatically embedding hypermedia links inside scene graphs is

expected to be possible using VRML extensions to Open Inventor, hopefully through

use of embedded comments or future compatibility between the two scene graph

languages.

F. SUMMARY AND FUTURE WORK

The characteristics of an open graphics viewer for underwater virtual world

rendering are presented. Principal requirements include capable flexibility for

scientific visualization and portability across multiple hardware and software

platforms. Open Inventor is demons, 'ated as an effective programming toolkit in thij

regard. The desirability of scaling to very large numbers of users and information

sources leads to a great deal of interesting future work which can extend graphics

capabilities-by embedding network capabilities. The use of multicast DIS message

PDUs for distribution of World-Wide Web pointers, extending scene description

languages to include dynamic behaviors and the proposed functionality of the Virtual

Reality Modeling Language (VRML) are especially promising possibilities.
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VI. UNDERWATER VEHICLE DYNAMICS MODEL

A. INTRODUCTION

Underwater vehicle design and construction is almost completely preoccupied

with environmental considerations. The ocean completely surrounds the vehicle,

affects the slightest nuance of vehicle motion and poses a constant hazard to vehicle

survivability. Many of the effects of the surrounding environment on a robot vehicle

are unique to the underwater domain. Vehicles move through the ocean by attempting

to control complex forces and reactions in a predictable and reliable manner, Thus

understanding these forces is a key requirement in the development and control of

both simple and sophisticated vehicle behaviors. Unfortunately, the underwater

vehicle development community has been hampered by a lack of appropriate

hydrodynamics models. Currently no single general vehicle hydrodynamics model is

available which is computationally suitable for predicting underwater robot dynamics

behavior in a real-time virtual world.

The intended conttributions of the hydrodynamic model in this dissertation are

claritv, analytical correctness, generality, nomenclature standardization and suitability

for real-time simulation in a virtual world. Many interacting factors are involved in

underwater vehicle dynamics behavior. These factors can result in oscillatory or

unstable operation if control algorithms for heading, depth and speed control do not

take into account the many complex possibilities of vehicle response. Laboratory

modeling ur hydrodynamics response to underwater vehicle motion is essential due to

the need to avoid control law errors, sensing errors, navigational errors, prematurely

depleted propulsion endurance, loss of depth control, or even catastrophic failure due

to implosion at crush depth. An analytically valid hydrodynamics model must be

based on physical laws and sufficiently accurate for the study and development of

robust control laws that work under a wide range of potential vehicle motions. The
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real-time hydrodynamics model is therefore an essential component of a robot-centered

underwater virtual world.

Detailed analysis of underwater vehicle hydrodynamics behavior is beyond the

current state of the art using real-time simulation techniques. In many cases, detailed

dlata on underwater vehicle hydrodynamics response is unavailable e-ven in real world

test programs. Development of a general physics-based real-time model fills a gap in

the robotics and simulation literature that does not exist for corresponding robot

operating environments such as indoors, space or air. Inclusion of an analytically

correct and verifiable hydrodynamics model in an underwater virtual world will permit

mneaningful and timely analysis of realistic robot-environment interactions.

It must be noted that "correctness" may not be rigorously possible for any

hydrodynamics model. So many interrelated factors are present that precise testing

and verification of all parameters is unliely or impossible. While a niodel of

hydrodynamics forces may never be perfect, it can achieve sufficiency in that vehicle

responses can be predicted by physical laws at a level of detail adequate to develop,

test and evaluate vehicle performance under a variety of control laws. The

quantifiable goal for correctness in this work is a generalizable model that predicts

vehicle physical response with sufficient rapidity and accuracy to permit equivalent

robot behavior whether in the laboratory or underwater. Such a model will also enable

realistic and repeatable design and evaluation of vehicle control systems, again either

in the laboratory or underwater.

The model presented herein was intentionally developed with complete

indepen-dence from classified U.S. Navy research on vehicle hydrodynamics. No

classified documents were consulted during the literature search for this work.

Research statements and conclusions are derived solely from the extensive open

literature on hydrodynamics, in no way confirming, denying or implying the existence

of similar work in the classified arena. A good unclassified tutorial on the

fundamentals of naval submarine design is (Jackson 92). Details on experimentally

and analytically developing submarine hydrodynamics models are in (Huang 88).
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Unclassified overview descriptions of the use of a hydrodynamics model in the design

and testing of the ARPA/Navy Unmanned Underwater Vehicle (UUV) are in

(Pappas 91) and (Brancart 94). Primary references for this dissertation are

(Healey 92c, 93) and (Fossen 94). Finally, a large number of papers and theses have

been written at the Naval Postgraduate School (NPS) pertaining to hydrodynamics

modeling of the NPS AUV, and each contributed to the theoretical and experimental

knowledge presented here (Papoulias 89) (Cristi 89) (Jurewicz 90) (Zyda 90)

(Warner 91) (Bahrke 92) (Brutzman 92a) (Brutzman 92c) (Cooke 92a, 92b) (Cody 92)

(Brown 93) (Belton 93) (Haynes 93) (Zehner 93) (Cottle 93) (Torsiello 94) and

(Marco 95).

This chapter begins with a comparison of dynamics considerations for different

vehicles and their respective environments. A description of world and body

coordinate systems is used to derive Euler angle kinematics equations of motion. A

rigorous real-time six degree-of-freedom hydrodynamics model is then derived based

on the work of (Healey 92c, 93) (Fossen 94) and others. Verified coefficient values

for the NPS AUV II Phoenix vehicle are included and experimental model coefficient

determination for other vehicles is considered. Different representations for

calculating vehicle motion are compared using Euler angle or quaternion methods.

Network protocol considerations are then examined for integration of the

hydrodynamics model into a wide-scale distributed virtual world using the Distributed

Interactive Simulation (DIS) protocol. A general object-oriented networked

underwater rigid body class hierarchy is presented. Simulation of on-board sensors is

considered, and the relationship of robust control system design to hydrodynamics

modeling is briefly exd.mined. Finally, future work is discussed concerning tether

dynamics, ocean current modeling and collision detection. and addition of

hydrodynamics models to on-board robot autopilots.
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B. COMPARISON OF DYNAMICS FOR GROUND VEHICLES, AIR

VEHICLES, SPACE VEHICLES, SURFACE SHIPS AND

UNDERWATER VEHICLES

Dynamics models are available for a wide variety of vehicles and articulated

bodies (Fu 87) (Greenwood 88) (Wilhelms 91) (Green 91) (Barzel 92) (Witkin 93). In

every case. it is desirable that the physical laws governing vehicle interaction with its

environment be specified as exactly and correctly as possible. Constraints on vehicle

motions vary greatly during interaction with different environments, A brief

examination of each basic type of vehicle environment and the physics associated with

those environments is useful in understanding the nature of hydrodynamics modeling,

One well-specified objective of the hydrodynamics model is to repeatedly

determine system state, defined as follows:

The state of a system is -a mathematical structure containing a set of n
variables x,(t),x1 (t),....x 1(t),....x.(t), called the state variables, such that the initial
values xi(t0) of this set and the system inputs u/(t) are sufficient to uniquely
describe the system's future response for t a to. There is a minimum set of state
variables which is required to represent the system accurately. The mn inputs,

(t),ut)....u,(t).....u(, "are deterministic; ie., they have specific values for all
values of time t > t,. (D'Azzo 88)

An alternative definition of state is the minimum set of variables from which the

position, orientation and combined kinetic and potential energy of the vehicle can be

determined uniquely. Unique descriptions of vehicle state also require inclusion of an

accompanying dynamics model, consisting of an equal number of simultaneous

equations as there are state variables expressed in list order form. One further

clarification of the quoted definition is that input forcing functions need not be

deterministic and can be stochastic.

A key characterization of any set of dynamics laws is whether the system is

holonomic or nonholonomic. These two terms are frequently misunderstood and merit

definition here, Holonomic describes motion that includes no constraints between any
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of the independent state variables of a rigid body: literally, the motion is "whole."

Ordinarily. for a single rigid body. twelve state variables pertain to holonomic motion,

corresponding to six physical degrees of freedom. Specifically these twelve state

variables include six values for linear and rotational velocities, and six values for

position and orientation (i.e. posture). Nonholonornic motion indicates that there are

interdependent constraints on rigid body motion, or that variation in one or more of

these state variables is dependent upon or constrained by other state variables.

Nonholonomic constraints prevent direct integration of accelerations and velocities into

posture. Examples of nonholononic motion constraints include a rolling ball that can

not slip (i.e. lose traction) relative to a surface, or parallel parking an automobile

where no sideslip is allowed. Another example is a falling cat as it moves in midair,

which must obey the conservation law for angular momentum. In each case,

nonholonomic constraints limit the freedom of motion. Further descriptions and

recent research in nonholonomic motion are examined in (Greenwood 88),

(Latombe 91) and (Li, Canny 93).

1. Ground Vehicles

Ground vehicles are constrained by contact with a surface that generates

normal and frictional forces between vehicle and terrain. On a surface that is

predominantly planar, high frequency vertical components of motion are relatively

small contributors to horizontal motion, particularly since they may be intentionally

damped or compensated for by mechanical devices such as shock absorbers, tire

wheels, suspension systems or flexible legs. Vertical forces merely displace the

vehicle a small and independent amount in the vertical direction with little effect on

horizontal velocity. Travel up and down hills can add a vertical component to the

direction of motion but does not fundamentally change the two-dimensional nature of

vehicle travel relative to the surface. Often simple kinematic models suffice for

wheeled robots (Alexander 90), especially when surface vehicle motion is slow and

constrained to follow roads and tracks when outside or flat floor surfaces when
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indoors. Legged robot interactions with surfaces are complex and require dynamics

models (Frank 69) (McGhee 79) (Raibert 86).

Ground vehicle motion is complicated by operation at the interface between

two media: ground and atmosphere. Aerodynamics loading is usually secondary, but

must be considered during high wind conditions or in conjunction with the response at

high relative speeds between robot and ground. Detailed analysis of the mechanisms

governing vehicle interaction with various surface types is extremely complex,

particularly during traversal of rough terrain by off-road vehicles (Bekker 56)

SBekker 69). Fortunately for most robot operations, however, the dynamics of

ground-vehicle interaction rarely has a direct bearing on vehicle stability, reliability,

navigaticn or higher-level control functions. Ground robots may further attempt to

take advantage of ground contact for navigational purposes by measuring wheel

rotation, frictional contact or leg motion (MacPherson 93). In this overall robotics

context, regardless of how motion is estimated, ground vehicle dynamic behavior is

often well approximated by kinematic models, with dynamics considerations typically

having only secondary effects on robot control logic. Ground vehicles remain highly

constrained by the nonholonomic nature of contact between vehicle and environment.

2. Air Vehicles

Air vehicles differ from ground vehicles in that vertical components of

motion are coupled to interactions in the local horizontal plane, Interactions with the

atmusphere due to aerodynamic forces have a significant effect on vehicle motion.

There is no direct constraint on air vehicle posture analogous to ground contact, and

aircraft flight dynamics are holonoriic. Fixed wing air vehicle dynamics are typically

dominated by the high speed forward motion which is necessary to generate sufficient

lift to carry vehicle weight. The density of air is low, and thus vehicle accelerations

do not produce significant acceleration-related aerodynanmic forces. This means that

the atmosphere does not induce significant "added mass" effects (Yuh 90).

Helicopters differ in many respects from fixed wing aircraft. Helicopter

rotors have high degrees of freedom due to multiple rotor blades, each of which have
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individual rnechanical articulations for twist and lag. Additional degrees of freedomr

occur due to many factors, including flexible rotational twist of individual blades, tail

rotors, optional jet assist, arld airstream interactions during phenomena such as

turbulence and ground effects. Despite this high degree of complexity, helicopter

dynamics can be well specified (Saunders 75), modeled in real time (Williams 85)

(Offenbeck 85) and visually verified during repeated testing.

In fixed-wing aircraft, wings support the weight of the vehicle and also

support control surfaces. Although aircraft weight and balance variations can produce

large effects, they are ordinarily maintained within carefully specified ranges that the

wings and control surfaces can accommodate. Wing aerodynamics have been

extensively studied under steady motion conditions and are easily generalizable. Thus

the overall lift and drag behavior of most air vehicles can be predicted with reasonable

accuracy and in real time using simultaneous differential equation solutions

(Cooke 92a. 92b) (Rolfe 86). Nevertheless precise localized modeling of

high-performance aircraft dynamics for design purposes does not permit general

clused-form solutions. Feasible solutions for precision design include massive finite

element analysis, a large-scale computational fluid dynamics (CFD) approach, and

wind tunnel testing. These approaches do not suit real-time application since

large-scale finite element analysis and CFD are considered computational
"grand challenges' (Draper 94). Scientific visualization and virtual reality techniques

have also been applied with some success in advanced aircraft design (Bryson 91).

These complex advanced techniques are special cases, however, compared to the

general state of the art in aircraft design. Aircraft dynamics are typically well defined,

well understood, and directly verifiable through visual examination during in-flight

tests and wind tunnel experiments.

3. Space Vehicles

Space vehicle dynamics are principally determined by orbital mechanics.

Friction between vehicle and environment is almost non-existent, and thus the

equations of motion include only gravitational, inertial and thrust effects. There are
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few (if any) uncertain vehicle parameters, and vehicle postures can be hacked both

locally and remotely with great precision. Interestingly, ballistic missiles can be

considered a special class of orbital vehicle whose path intersects the Earth's

surface (Bate 71). Many summaries of spacecraft dynamics v'-e available, including

(Larson 92) (Bate 71) (Allen 91). Translation and angular movements for orbital

vehicles may be counterintuitive from an everyday perspective but can be calculated

exactly. tUnder some conditions this motion can be nonholonomic, since six

degree-of-freedom space vehicles controlled by internal motors must still conserve

angular momentum. If thrusters are used, spacecraft motion is holonomic.

Additionally some orbital vehicles (such as an astronaut in a space suit) have a

variable mass distribmtion and may not strictly behave as rigid bodies. Other motions

at higher frequencies may exist if vehicle components are flexible, in which case

detailed partial differential equation solutions are required for twist, bending, shear and

axial deformation, Nevertheless, in many respects the mathematical and empirical

foundations of equations predicting spacecraft motion are the best defined, best

u11derstood and most directly verifiable of any vehicle type.

4. Surface Ships

Surface ship dynamics are unconstrained in six degrees of freedom and are

holonomic. The vertical component of motion is primarily determined by very large

counterbalancing values of weight and displacement which keep the ship at the surface

of the ocean. Vertical posture changes due to pitch and roll variations normally

average to zero over long time scales, due to the hydrostatic righting moments

produced by the cunrent location of the center of buoyancy relative to the center of

gravity. Equipment, personnel and overall ship trajectory are typically unaffected by

the time rates of change of components of motion, either by design (,r seafaring

practice. Changes in vertical motion are strongly affected by the changing buoyancy

of the vehicle which varies as water displacement changes. As a result, a paramount

criterion in ship design is that the vehicle be reliably stable and self-righting, under

both normal and damaged conditions. Interactions of greatest interest between vehicle
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and environment usually pertain to the travel of the ship along the horizontal ocean

surface. Nevertheless motion is greatly complicated by vehicle operation at the

interface between two media: ocean and atmosphere. Except for sailing vessels and

ships with low headway, aerodynamic forces tend to be weaker than hydrodynamic

forces. Regardless of surface ship type, both sets of forces can be significant and both

must be considered simultaneously.

Hydrodynamics and navigation of surface vessels are complex subjects but

have been extensively studied, with a comprehensive compendium of knowledge in

(Lewis 88) and more examples in (lF'ossen 94) (Covington 94) (Maloney 85).

Piedictable courses, predictable speeds, sideslip (lateral motion due to momentum

during turns) and gradual smooth changes in vehicle velocity are all typical of surface

ship behavior. Behavior of surfacc vehicle dynamic response can be tested and

verified visually. Tow tank verification is also possible, but tow tank testing is

expensive and is limited by two competing requirements. Te,,- tank model designers

attempt to maintain inverse proportionality constraints between the square root of

model scale and maximum water speed (Froude number), along with the concurrent

desirability of simultaneously maintaining drag coefficient (Reynolds number)

similarity. Tradeoffs between these competing requirements are necessary when

building and testing scale models. Wind and wave models can be represented by

coniplex spectral functions that are cornputationally expensive and difficult to specify

(Fossen 94). Nevertheless environmental disturbances can be separately computed and

independently added to hydrodynamic forces based on the principle of superposition

(Lewis 88) (Fossen 94). Additionally, linear models are available for wind and wave

behavior which permitreasonably accurate real-time simulation (Fossen 94)

(Covington 94). Models of similar or lesser complexity are also available for

hovercraft vehicles (Amyot 89). In summary, modeling of surface ship dynan :s is

reasonably well defined, well studied and directly verifiable during testing.
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5. Underwater Vehicles

Underwater vehicle dynamics may be as complex and difficult to model as

any of these regimes, principally due to difficulties in observing and measuring actual

underwater vehicle hydrodynamics response. Submerged vehicle motion is not

constrained in the vertical direction. For some unmanned vehicles, posture must be

restricted to only reach moderate pitch and roll angles. This constraint is imposed

since pointing vertically or inverting can cause equipment damage or dangerous

control response. Very large angles of attack between vehicle orientation and vehicle

direction of motion are possible. The effects of forces and moments can all be

cross-coupled betw "n vertical, lateral and horizontal directions. Motion in world

coordinates is only calculable after all effects in the body coordinate system are

comprehensively predicted. Actual vehicle motion can be watched remotely only with

very low precision or (more often) not at all. Tow tank testhig imposes unrealistic

external force constraints which are otherwise not present. The effects of the

surrounding environment are relatively large and significant, so much so that the

adjacent water tends to be accelerated along with the vehicle and can be thought of as

an "added mass." Together these challenges make underwater vehicle physical

response, guidance and control an extremely difficult dynamics problem.

There are over one hundred pertinent coefficients and variables relating to

the linear and non-linear coupled effects of lift, drag, added mass and propulsion in

the model of this dissertation. Although a number of these coefficients are of

second-order effect or negligible importance, determination of primary coefficient

values is very difficult and expensive. These problems are frequently compounded

when the subject vehicle has an open frame with irregular surfaces, or when a towed

tether is attached.

It is conceivable that an even more complex and fundamental model to

calculate underwater vehicle dynamics might be derived than is presented here.

Specifically, the Navier-Stokes fluid flow differential equations might be applied in a

CFD vehicle-fluid coupled interaction model (Ren 93). Closed-foim solutions for this
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approach do not exist. and numerical methods attempting to solve the Navier-Stokes

partial differential equations in this domain tend to introduce more unknown

parameters than they elirninate. This is a particular problem for UUVs which often

have irregular shapes. Additionally, CFD problems are among those currently

considered as computational "grand challenges" (Draper 94). Thus CFD methods are

not currently suitable for real-time simulation of underwater vehicle hydrodynamics.

Many models exist for ground vehicles, air vehicles, space vehicles, and

surface ships that appear suitable for real-time use in a virtual world. No complete

analogous model for underwater vehicles was encountered during this research. A

great many partial models of underwater dynamics exist, but all were found to suffer

from incompleteness, confused nomenclature, oversimplification, or a formulation

unsuitable for real-time simulation. No other models were found which combined

cruise mode hydrodynanmics (propellers, fins and predominantly forward velocity) with

hovering mode hydrodynamics (thrusters, station-keeping, low forward motion and

large angle of attack). No rigorous general model was previously available from a

single source which is coriputation ally suitable for- real-time simulation of submerged

vehicle hydrodynamics.

6. Comparison Summary

Examination of the salient characteristics of dynamics models in these

many different robot environments reveals that the underwater case is very difficult to

accurately specify, most difficult to verify and most critical for preventing catastrophic

vehicle loss. Failure to properly predict the dynamics of ground vehicles, orbital space

vehicles or surface ships at worst may result in a vehicle which stays in place and can

be safely commanded. Failure of aircraft due to improper prediction of aerodynamics

can be mitigated through well-developed analytic techniques, wind tunnel testing and

remote human supervisory control. Failure to properly predict the dynamics of

underwater vehicles can lead to overall system failure due to any number of

subsequent related faults in control, sensing, navigation or power consumption. This

critical vulnerability in underwater vehicle design is a contributing cause to the relative
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rarity of working underwater robots. Thus the rigorous and nearly complete

(Healey 93) hydrodynamics model, which is compatibly described in (Fossen 94), has

been fully extended and implemented here. This revised hydrodynamics model now

fills a significant gap in the robotics and simulation literatures.

C. C()CRDINATE SYSTEMS AND KINEMATIC EQUATIONS OF MOTION

Proper definitions of coordinate systems are essential to specifying the physical

behavior of vehicles in a fluid medium. There are two coordinate systems which must

be understood independently and in relation to each other: world coordinates and

body coordinates.

World coordinates are defined with respect to the surface of the earth, and so are

sometimes referred to as earth coordinates or inertial coordinates. A variety of

standardized world coordinate systems are now in common use. The world coordinate

system of this model is defined by three orthogonal axes originating at an arbitrary

local point at the ocean surface. North corresponds to x-axis, East corresponds to

v-axis and increasing depth corresponds to z-axis as shown in Figure 6.1. These axes

follow right-hand rule conventions, and are identical to (or compatible with) standard

world coordinate systems defined in robotics, computer graphics, aircraft

aerodynamics, naval architecture, navigation and the Distributed Interactive

Simulation (DIS) protocol (Fu 87) (Foley, van Dam 90) (Cooke 92a, 92b) (Lewis 88)

(Fossen 94) (Maloney 85) (IEEE 93, 94a, 94b). Conversions from a topocentric local

earth coordinate frame to geocentric or geodetic coordinate systems are given in

(Lin 93). Other coordinate systems are possible but remain undesirable if they do not

match thase important standardized conventions.

Body coordinates are defined with respect to the body of the vehicle of interest.

The three axes of a vehicle are longitudinal pointing in the nominal forward direction

of the vehicle, lateral pointing through the right hand side of the level vehicle, and

downward through the nominal bottom of the vehicle. The origin of body coordinates

for a submerged vehicle is at the half point along the syrmnetric longitudinal axis.
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Figure 6.1. World coordinate system.

Typically this point is at or near the center of buoyancy (CB), which is the centroid of

volumetric displacement of the submerged vehicle. A related location is the

ceLnter (4 gravity (CG), which is the first moment centroid of vehicle mass. Ordinarily

the center of gravity of a rigid body is the point at which net forces and moments are

assumed to be applied. The center of gravity of a ship or submarine is always

designed to be below the center of buoyancy to ensure static vehicle stability. The

torque due to any vertical difference between the two centers CB and CG is called the

righting moment. A n6nzero righting moment results when the centers of buoyancy

and gravity are not aligned vertically, tending to bring the submerged vehicle back to a

neutral (typically level) pitch and roll posture. Any submerged vehicle that instead

has center of gravity above center of buoyancy is inherently unstable and will tend to

invert, even under static conditions.
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Underwater vehicles often include free-flood spaces which can equalize with

ocean pressure through small openings, all while remaining essentially contained by

the hull. The water enclosed in these free-flood spaces directly contributes both to

volumetric displacement and vehicle mass. Thus free-flood spaces affect buoyancy,

mass, center of buoyancy, center of mass and vehicle hydrodynamics response. While

submerged these effects are ordinarily static and not time-varying.

Interactions between a vehicle and the ocean environment are defined from the

perspective of the vehicle, i.e. within the body coordinate system. This is because all

actions and reactions between vehicle and environment are dependent on the

orientation. shape, velocity and acceleration of the vehicle body, with the sole

exceptions of gravity and ocean current. The direction of gravity can be sensed or

estimated and is thus directly usable within the body coordinate frame of reference.

Ocean current is reasonably assumed to act uniformly over the entire vehicle body.

Therefore all vehicle-environment interactio,, _. first be calculated from the

perspective of the floating rigid body located inside a larger homogeneously moving

ocean current frame of reference. Wind and surface wave action are normally

assumed to have zero effect on submerged vehicles (if they do have an effect, then a

surface ship model is likely more appropriate). Conversion from body coordinates to

world coordinates consists of angular rotations to align body axes with world axes,

correction for vehicle positional translation, and then addition of coordinate

displacement due to ocean current motion.

Clear definition of coordinate systems greatly contributes to understanding the

kinematics equations of motiue,. In order to reduce ambiguity, the use of (x, y, z) axis

references are in world' coordinates except when explicitly stated otherwise. Boay

axes are referred to as longitudinal, lateral and vertical, corresponding to (x, y, z) body

coordinates when an algebraic description is necessary. Strictly defined variables for

global coordinate frame translations and orientation rotations appear in coordinate

system diagram Figure 6.2. Body coordinate frame linear and angular velocities

(u, v, w, p, q, r) are shown in Figure 6.3.
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The global coordinate frame Euler angle orientation definitions of roll (d),

pitch (0) and yaw (W) implicitly require that these rotations be performed in order.

Robotics conventions usually specify physical order of rotations, while graphics

conventions usually specify temporal order of rotations. Results are identical in each

case. When converting from world to body coordinates using physical order (as might

be specified in a three-axis gimbal system), the first rotation is for yaw (W) about the

z-axis, then pitch (0) about the first intermediate y-axis, then roll (ý) about the second

intermediate x-axis. Figure 6.4 illustrates these intermediate axes of rotation

pertaining to Euler angle rotation (adapted from IEEE 94a). When converting from

world to body coordinates using temporal order (as is common in computer graphics),

the first rotation is roll (ý) about the world reference x-axis, followed by pitch (0)

about the world reference y-axis, and finally yaw (41) about the world reference z-axis.

Consistency of results using either method can be demonstrated by examining the

mathematical order of the resulting rotation matrices, which is identical in each case.

Naturally the orders of rotations are reversed if converting from body to world

cjordinate frame.

These Euler angle definitions are consistent with naval architecture definitions

(Lewis 88). This is an important property since twelve different and unique Euler

angle coordinate system definitions are possible (Fu 87), while only one Euler angle

convention corresponds to naval architecture conventions.
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linear translation angularrtai
(right-hand rule rotations, in order)

x-axis = North
x coordinate 

phiroll Euler angle

Sy-axis - East thet E
ycoordinate _ pitch Euler angle

z-axis - Depth psi
z coordinate yaw Euler angle

Figure 6.2. World coordinate system: translation and rotation conventions.
World x-axis = North, y-axis = East, z-axis = Depth. World-to-body
Euler rotations occur in order:
first yaw (W), then pitch (0), then roll (@).

lineat _ocides aguoar ciies
(right-hand rule rotations)

body
.~'longitudinal

axis: p, roll rate

body Uxisurge q, pitch rate

body , sway r, yaw rate
vertical awis:
W, h•ave

Figure 6.3. Body coordinate system: linear and angular velocity conventions.
Note that roll Euler angle rate # roll rate,
pitch Euler angle rate + pitch rate, and
yaw Euler angle rate • yaw rate.
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x XI X/ X )e x", newx

Y Y rixnnw y

Y Y 0 Y" Y"'

'n' ew y
new z

Z, Z' e Z" Z' Z11 Z' ZZ• ZZ

First rotate about z by , then rotate about y' by e, then rotate about x" by 4)

Figure 6.4, Intermediate rotation axes for Euler ang, . rotations from
world coordinate frame to body coordinate frame, adapted from
(IEEE 94a).

Normally Euler angles must be restricted from representing a vertical orientation

or cise mathematical singularities may result. Several techniques for avoiding Euler

angle singularities in the vicinity of 0 = ±t / 12 are discussed in (Cooke 92a, 92b).

Srnr, ted ranges of nhe Euler angles follow:

71 < 0 ' n (6.1)

- <0< -- (6.2)
2 2

0 j < 2n 7t(6.3)

Additionally, most underwater vehicles must be prevented from inverting horizontally

or pointing vertically, in order to prevent internal vehicle damage and uncontrollable

maneuvering instabilities. These restrictions add a further constraint on roll angle for
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normal operating conditions, but that constraint will not be applied in this model in

order to be able to predict vehicle motion under all conditions.

The order of applying roll, pitch and yaw matrix rotations is fixed since these

rotations are not commutative. The Euler angle rotation matrices for converting from

body to world coordinates follow in Equation (6.4) (Fu 87) (Cooke 92b). Due to

typographic errors in a number of other references, matrix multiplication results are

also included in Equation (6.5). Finally it is essential to note that, as will be shown,

body coordinate frame rotational velocities p, q and r are quite different from the

world coordinate frame Euler angle rotation rates *, 0 and j.

[R] = [R]•,, [Rly~e [R]x., (6.4)-

COS(*j) -sin(*i) 0 eOS(e) 0 sin(e) 1 0 0
= sin(*) cos(*) 0 0 1 0 0 cos() -sin(,)

0 1 -sin(o) 0 cos(o). 0 sin(C) cos(4)

cosOcos* si 4.sinOcos 4 - Cos0'si 4" Cos0'sinOecos* + si 'sinmu

[R] = cos0"sinqr sin .sif.Osin* + cos4)cos* coso.sinO.si•_ - sin4ýcoslp (6.5)

-sinO sina'cosO cos¢.cose O

Since the body to world rotation mauix [R] is an orthogonal matrix, it follows that

R inverse equals [R] transpose.

[Rn-1 r,,iT (6.6)
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The three world coordinate frame translation rates can be obtained from the body

coordinate frame translation rates by the following matrix equation:

x
= [R] (6.7)

Inversely, body coordinate frame velocities can be determined from world coordinate

frame velocities in a similar fashion:

V= [R]T (6.8)

W.wA

The three world coordinate frame Euler angle rotation rates are obtained from

body coordinate frame rotation rates by the following non-orthogonal linear

transformations (Cooke 92b):

- p + q sin(ý) tan(O) + r cos(o) tan(O) (6.9)

e= q cos(4) - rsin(4) (6.10)

t* = qsin(4) + rcos(4) (6.11)
cos(O)
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These three conversions can be combined into matrix notation:

) [TI (6.12)
[T]I

where

1 sin(o) tan(O) cos(4) tan(O)

LTI 0 CoS(O) - sin(4) (6.13)

0 sin(C) s=c(O) cos(40) sec(O).

Htowever note that [T] is not orthogonal, so [T]"' is not calculated by transposition:

[TI-' - [Tlr (6.14)

Instead inverse equations for obtaining body angular velocities from Euler angle rates

are as follows:

p = sn- ,s(o) (6.15)

q 0 cOs() + 4 siu(4) cos(0) (6.16)

r = -A sin(4) + +,' cod,() cos(0) (6.17)

which yield the following maU'ix equations:
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q [T' (6.18)

1 0 -sin(e)

[T]"-= 0 cos(4) sin(O)cos(8) (6.19)

0 -sin(,) cos() cos(O)

'lbh preceding equations provide a complete set of component conversions

between the world coordinate frame and body coordinate frame linear and angular

velociLies. All component velocities can be further grouped together in matrix

notation. Combined velocity matrix definitions arc as follows:

u

V

[V]* W (6.20)

p

q

"" (6.21)

40
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Mlatrix conversion from body to world velocities is thus:

[RI 0

- = [V]by (6.22)

0 [TI

and inverscly:

[RIrT  0
[V], -= [VI r- (6.23)

0 [T]-'

These velocity relationships are the kinematics equations of motion

(Greenwood 88). Equations (6.22) and (6.23) are equivalent ways of expressing Euler

angle constraints between the inertial 'orld coordinate frame and the rotating body

coordinate frame. Each has six component equations linking twelve velocity

Comlponents. When combined with the dynamics equations of motion, the kinematics

equations of motion provide constraints essential to solving world coordinate system

values of the vehicle state vector.

1). GENERAL REAL-TIME HYDRODYNAMICS MODEL FOR AN

UNDERWATER VEHICLE

1. Definitions"

A virtual world simulation component for hydrodynamics modeling of a

submerged rigid body must account for six spatial degrees of freedom in real time.

The six spatial degrees of freedom include position (3 position coordinates x. y, z) and

orientation (3 rotational Euler angles 0, 0, y). Together these six components
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describe vehicle posture (x, y, z. . 0, y). Accelerations and velocities each have

these same six spatial degrees of freedom.

Six values for velocity and six values for posture comprise the vehicle

stNte vector, since together they can fully specify in vehicle posture over time without

redundancy. This state vector is in the world coordinate system. The overall goal of

the hydrodynamics model is to calculate updated values of the vehicle state vector at

each time step.

Much more information is needed to describe robot state. The

hydrodynamics model needs a reasonably complete snapshot of robot state in order to

properly predict interactions between robot and environment. All hydrodynamics state

variables must be included, as well as a variety of sensor values, pertinent robot logic

states, and variables for accelerations (due to forces and moments) as produced by

effector values for propellers, rudders, planes and thrusters. The dynamics model is

provided this partial snapshot.of current robot state with each exchange ot the robot

telemetry record, After examining parameters controlled by the robot (e.g. robot

orders for propellers and fins), the hydrodynamics model then calculates an updated

state vector. With the updated state vector the hydrodynamics model is then able to

calculatC values expected from various robot sensors which ordinarily query the

enviriimiient. By updating missing sensor values in the robot telemetry record with

newly calculated sensor values, the I'hydrodynamics model provides virtual sensor

resptonse in the laboratory. Vehicle operation in virtual world or real world remains

trunsparent to the robot. Further details on this data commuunication mechanism are

included in Chapter IV.

2. Real Time

"Real time" in this context is defined by the requirement that a vehicle

maneuvering within the virtual world describe essentially the same path and postures

as the vehicle maneuvering in the real world. This requires that the robot hardware

aiid software receives the same responsiveness from the virtual world as from the real
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world, since robot behavior is very closely coupled to real-time interactions and

deadlines (Payton 91) (Badr 92).

A real-time sy'vsteni is a system that must satisfy explicit (bounded)
response-time constraints or risk severe consequences, including failure...
A fi.iled s','tet is a system which cannot satisfy one or more of the
requirements laid out in the formal system specification. (Laplante 93)

Real-time systems can be further characterized by the criticality of their

timing requirements. which are classified as hard or soft. Hard real-time system

correctness is strictly dependent on the timeliness of results. Soft real-time systems

may experience reduced effectiveness but will not fail due to missed deadlines.

Alternatively, hard real-time systems are those which include the possibility of system

loss or potential catastrophe if deadlines are not met, and soft real-time systems are

those where ","-( er is better than later" but lateness will not cause system failure. As

a point or i•ierest, firm real-time systems have been defined as those with hard

dCadliiies that can survive despite the presence of low probabilities for missing a

deadline. (Laplante 93) (Halang 91)

By these definitions it is clear that the system consisting of a robot

interacting with a dynamics-based virtual world is a hard real-time system.

Furthermore the robot itself operating in a real world environment is also a hard

real-time system, since a temporal failure in navigation or depth control might result in

vehicle destruction. However, in isolation, the dynamnics component of the virtual

world are able to provide accurate results regardless of the temporal scaling of

interaction requests. Therefore the dynamics model pet- se can be classified as a soft

real-time system. it only needs to be fast enough to support the hard real-time

requirements of the networked robot processors. In general, hydrodynamics model

responsiveness will be a function of algorithmic complexity, implementation

efficiency, microprocessor performance and communications latency.

112

L -... ... .. . il . . l



3. Forces, Moments and Accelerations

Forces and accelerations for the six state variables of posture can be

grouped together in the matrix form of Newton's Second Law, initially expressed as

[F] orki d MV (6.24)

For a rigid body, translational forces are normally applied at the CG. Moments are

free vectors producing rotations to be applied about the origin of the vehicle body,

since inertial integrals are calculated relative to that origin. Usual practice is to define

CG measurements as being offset from CB. Vehicle origin is not assumed coincident.

The key to properly estimating world coordinate frame velocities and position

will be properly calculating time rate of change of velocities in the body coordin

frame, represented as:

U

b W (6.25)

4

Time rate of change of body velocities [V]& can also be referred to as body-relative

accelerations [A]b,4. However it must be clearly understood that these body

accelerations are only with respect to the body coordinate frame, i.e. those which

appear to a local observer moving with the body reference frame (Greenwood 88).

Absolute acceleration components due to rotation and velocity changes between the

body reference frame and world reference frame are specifically excluded

from [A .
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Since physical interactions occur between the vehicle arnd the immunediately

surrounding water volume, force and moment calculations are most directly evaluated

in the body-fixed coordinate frame. Moment of inertia terms in the mass rnatrix [M]

can only be constant in a body coordinate frame, further making the body frame

attractive for dynamics calculations. Mathematical rederivation of known acceleration

relationships in a world coordinate reference frame is possible using a Lagrangian

representation (Fossen 94). However such a form appears to be much less direct than

the Newton-Euler formulations, particularly since the virtual world is centered around

a robot vehicle which operates and interacts relative to the local body-fixed coordinate

frame. Therefore it is desirable that all linear and angular acceleration and velocity

relationships be specified exactly and completely in the body coordinate frame. Doing

so yields six dynamics equations of motion relating the twelve unknowns of the

vehicle state vector derivatives: six unknowns are body velocities, and six unknowns

aie body accelerations.

Although the vector sum of velocity components expressed in body

coordinates equals the vector sum of velocity components expressed in world

coordinates, an equivalent relationship does not hold for body and world acceleration

vectors because the body coordinate frame is rotating. Specifically, differentiating

Equation (6.22) with respect to time yields:

d d [RI 0 [R 0 d (6.26)j-[v o( --V I v~. +r [
d t 0 j T] o [TI d
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Substituting acceleration [A] for time rate of change of [VI (as always in the

appropriate coordinate frames) results in

d + [A]10(6.27)[A I Td -I [V]M 0 [A]b

Inspection of Equation (6.27) makes it clear that world coordinate frame

accelerations [A l'Irw and rotated body coordinate frame accelerations [A]bOdy are not

equivalent unless the transformation matrix between coordinate frames is unchanging,

or all body velocities are zero (Greenwood 88). It is possible to examine accelerations

acting upon the body from a perspective within the rotating body coordinate frame, but

they cannot be directly integrated into world coordinate frame accelerations.

It is possible to numerically integrate the six dynamics equations with

respect to time and determine new velocity values. This dynamics equation integration

must be performed using body coordinate frame variables. Once new values for body

velocities are thereby obtained, the six Euler kinematic constraint equations of motion

(6.22) are utilized to produce linear and angular world velocities. Finally posture is

determined within the world coordinate system using world velocities.

4. Time Dependencies

During operation of a vehicle in a virtual world, forces acting on the robot

can be estimated from the vehicle state vector while velocities and body accelerations

are analytically derived. During operation in the real world, forces can be similarly

estimated while accurate velocity and body acceleration information alay (or may not)

be available from flow and inertial navigation sensors. In either world, good estimates

of changes in body frame velocities are a primary robot requirement so that velocity

and posture estimates can be cumulatively integrated over time. Accurately estimating

body frame velocity changes at suitably short time intervals is the key to properly
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modeling vehicle hydrodynamics response. Thus the dynamics equations of motion

must be written to produce time rates of change of velocities as the dependent

variables, obtained through calculations that solely in, olve vehicle variables (such as

posture, propellers, thrusters and plane surfaces) which are continuously known to the

robot.

The Newton-Euler formulation of Newton's Second Law from

Equation (6.24) can be expanded by the chain rule to produce

[F]__ = A"([M [Vhd) [Md[d[V (6.28)
dt dt dt

Within the body coordinate frame the mass matrix [M] is unchanging.

Differentiation of the velocity matrix [V] reveals effects that are due to the body

coordinate framne rotating with angular velocity w with respect to the world coordinate

frame (Fossen 94):

[F = ] ([i]by + jx[V],,) (6.29)

Since matrix multiplication is associative but not commutative, both sides

of matrix Equation (6.29) can be multiplied by a single matrix as long as order of

multiplication is carefully preserved. In this case both sides of Equation (6.29) are

multiplied by the mass matrix inverse [Al]-'. Transposing the result yields

Equation (6.30):

. [Li]b,4 = [M]. [F]* - wx[V]b.ý (6.30)

This form of the dynamics equation is very important from a

time-integration perspective, since all !ccelerations are grouped together on the

left-hand side. All terms on the right-hand aides of the dynamrfics equations are known
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or can be determined during vehicle operation in the virtual world. Thus calculation

of the right-hand side can be used to determine updated values of the left-hand side.

Minimizing errors during the integration time step is essential for accurate

real-time simulation of hydrodynamics models. This is due to the sensitivity of the

hydrodynamics model to small perturbations, as well as the high degree of

cross-coupling between forces acting on the three physical body axes of an submerged

vehicle. If errors in determining body accelerations are minimized, then integration of

body accelerations and subsequent coordinate frame transformations to yield velocities,

positions and orientations will also minimize any accumulated errors inherent in

velocity and posture estimation.

The local forces acting on an autonomous underwater vehicle are due to

onboard effectors such as propellers, thrusters, planes and rudders. External ocean

current forces are assumed to vary slowly with respect to vehicle time and act on the

entire vehicle uniformly, having no effect on the interactions between the vehicle and

the immediately adjacent water volume. Ocean current effects can therefore be added

as a simple uniforn. translation. This vector addition is performed after fully

calculating the effects of body accelerations and velocities, and after shifting back

from a body cocrdinat,- ',iy,.em to the world coordinate system. Thus all forces can be

coW.,pletely determined or estimated in real time during vehicle operation. For

constant-ballast vehicles, all elements of the body frame mass matrix [M] and

corresponding inverse [M-' can be determlined empirically through prior testing (to a

close first approximation) and are not time-varying.

5. Velocities and Postures

Combination of force and mass matrices as described above gives a very

accurate estimation of time rates of change of body velocities. The body velocity rate

matrix is integrated first to provide linear and rotational velocities, then ir.tegrated

again to provide posture. Initial integration to yield body velocities occurs in the body

fixed coordinate frame:
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=VI't J t[V]b,],(t)dt + [V], (to) (6.31)[V]boy (to.bt) ftt•

Integration of the new body velocities to determine posture is preceded by a

transformation from the body-fixed coordinate frame to the world coordinate frame.

The following substitution pertains:

f to f I& 1,,r & d= [V]),y( bodyw-wrid dt (6.32)
JtoLV]..(, d t /coordOWsu .shft

The final integration to determine posture is therefore:

[Posture I .,,d ((o+8t) to [VI vrd() dt

+f jot°t (Ocean currentsy],s ,( dt (6.33)

+ [Posture I kd (0

6. Deriving Desired Form of Dynamics Equations of Motion

A full set of hydrodynamic equations of motion for a submerged vehicle

arc not usually written in the form suggested by Equations (6.30), (6.31), (6.32) and

(6.33). Other derivations have been presented in the onen literature (Gertler 76)

(Smith 79) (Feldman 79) (Papoulias 89) (Watkinson 89) (Yuh 90) (Humphreys 91)

(Baiardi 92) (Healey 93) (Fossen 94) and a variety of other sources, but are structured

in such a way that similar time-dependent acceleration-related terms are present on

both sides of the dynamics equations of motion. Because related body acceleration

terms are not grouped together, direct time integration of both sides of the equations

of motion is not mathematically valid in those representations. Furthermore these

many references are all handicapped by variations in nomenclature and even a

surprising variety of typographical errors, mathematical errors or omissions, None of

these other models can be directly applied as a valid real-time underwater virtual
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world component. Theretf)re the primary intended contributions of the hydrodynanmic

model developed here are clarity, correctness, generality, standardized nomenclature

and suitabilitY fir real-time simulation.

Given this broad outline showing how the dynamics equations of motion

will be utilized, it is time to derive the desired forms of the hydrodynamics equations.

We %:an reorganize all of the original (Healey 93) equations of motion to solely have

mass-related, inertia-related and [1]b,,-related terms on the left-hand side. That

rearrangement leaves lift and drug, buoyancy, weight, propulsion thrust, and other

forces and moments on the right-hand side. At any given instant t):

M velocity - related buoyancy,

mass, inertia > inertial and weight,

and W hydrodynamic propulsion (6.34)

added-mass P (drag and lift) and other

matrix q force functions forces

Calculating the inverse mass matrix and multiplying it against both sides of

Equation (6.34) leaves only body accelerations on the left-hand side. Further

classific•ation of individual terms on the right-hand side as corresponding to Coriolis,

centripetal and other forces can be found in (Greenwood 88) (Healey 92c). For the

purpose of this derivation it is sufficient to group these accelerations together without

further discussion. Such an arrangement prepares the dynamics equations of motion

for temporal integration in the body-fixed coordinate frame as follows:

119



u dynamics

VM- equations

w mass matrix of motion (6.35)

1 inverse right-hand

Ssides
.r 3(tO)

The body frame Velocity matrix IVIbody can now be updated by numerical

integration. For example, lEuler integration (Hamming 86) (Green 91) (Press 92)

y ieds:

u au
v 9v

w w
- t + (6.36)p Ip p

q q
r (to e ) ((tO r,

A slightly more precise estimation of the velocity matrix can be achieved

by averaging body acceleration at the beginning and end of each time step prior to

integrating with respect to time. This method called second-order Runge-Kutta or

Hetitn integration (Fossen 94), and is also the approach used for velocity estimation in

the source code implementing this work (Brutzman 94e).
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V V

w at.- + + w (6.37)

p 2 p p p

q 4 l q

.r. (t at) rrj (0 (to)

T

where [a, t" i4](t+at) in Equation (6•37) is itself an estimate obtained by Euler

integration of [4U V 1' 4 t t] I

Conversion of these body velocities to world velocities is performed using

the transformation of Equation (6,22), Subsequent integration of world velocities into

world posture is performed by Euler integration as follows:

x x

y '
at + (6.38)

C t t (to) *4)
to e e

Filial addition of ocean current effects completes the calculation of world coordinate

system posture, as previously specified in Equation (6.33).

Increasingly accurate temporal resolution is possible using smaller time

steps, chosen adaptively if necessary. Further numerical analysis considerations and

recommendations appear in (Press 92) (Green 91) and ([lamming 86). In practice, a

fixed time step of 0. 1 seconds has worked well for model resolution, real-time robot

hardware control response, network latency, remote interaction, computer graphics

121



rendering update rate, and human observation. Care must be taken if higher-order

integration methods are employed to ensure that hydrodynamics model responsiveness

does not degrade past the real-time requirements ol' the robot operating in the virtual

world.

"1'o summarize: the dynamics equations of motion are not mathematically

rewritten in world coordinates, but are kept in body coordinates, Integrating the

dynamics equations of motion provides body velocity values at the next time step.

These new body coordinate frame velocities are combined with the kinematics

equations of motion to produce world coordinate frame velocities. World velocities

are then integrated and added to ocean current effects to produce updated world

postures. Algorithmic complexity is sufficiently low to permit rapid model response

within the same tinie period that the robot normally uses to query vehicle sensors.

7. Nomenclature Tables for Variables and Coefficients

The many details pertaining this approach still need to he filled in using a

Comlplete six-degree-of-freedom set of dynamics equations of motion. First, however,

it must be noted that small yet per!,,istent nomenclature inconsistencies were

encountered in all of the dozens of hydrodynamics references studied. Th1is is a

serious l)em)l~hen for newcomers to the hydrodynamics literature, since both names and

definitions of key terms may vary. This lack of standardization results in troubling

mathematical incompatibilities throughout an entire body of scientific literature.

Clearly an important prerequisite for describing any general hydrodynamics model is

to use well-defined (and hopefully standardized) nomenclature. Of all the

hydrodynamics models studied in this work. (Healey 93) and (Fossen 94) appear to be

the most general and most applicable for real-time simulation of autonomous

underwater vehicle response. The nomenclature of (Healey 93) closely follows that of

the standard reference work on ship control (Lewis 88). The same nomenclature is

followed here.

Since usage of a rigorously standardized nomenclature is only partially

possible, this work will attempt to follow accepted conventions wherever possible
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while precisely defining all variables and coefficients, both mathematically and

descriptively, Coefficient subscripts from previous models have been corrected when

nccssary to explicitly indicate accompanying variable factors. Such an approach

permits comparison of this hydrodynamics model with any other work, and hopefully

provides clarity in a subject area that unfortunately includes wide va'iation.

The following tables define and describe the state variables and

hydrordynWuics coefficients used. Symbol, name, description, units and coefficient

value (for the NPS AUV) wre included. Variable and coefficient names in

imlplementation software source code (Brutzman 94e) match exactly to further

encourage clarity and correctness,

Close examination of the dynamics equations of motion reveals that nealrly

all of the hydrodynamics coefficients are dimensionless, having been normalized with

respect to vehicle length L. This convention permits rough comparison of the relative

effects of individual coefficients with other vehicles or between different body axis

oriciiati o s,

Coefficients presented here have been tested for a large variety of

sLceiarios (lBrutziuaii 94e), Nevertheless the complexities of hydrodynamics testing

and intricacies of this model preclude complete validation, verification and

accreditation. Constant coefficients are included for dynamics effects that occur in

both cruise mode and hover mode. For vehicles that are capable ofi much higher

speeds, coefficients are expected to become variable as a function of Reynolds

Number, which quantifies the transition friom laminar to fully developed turbulent fluid

flow. Examination of Reynolds number effecLts on hydrodynamics coefficients appears

in (lHumphreys 89) (Rath, Humphreys 90) (Humphreys 91). Further testing and

refinceient of hydrodynamics coefficients for various vehicles is an important subject

for future work.

Although lengthy, proper definition of the numerous state variables and

hydrodynamics coefficients is essential when producing and understanding a

hydrodynamic model capable of providing precise response within an underwater
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virtual world. The complete tables are presented here as an integral and essential part

of the hydrodynamics model, in order to provide context for the derivations of the

equations of motion which follow. A similarly exhaustive set of definitions for

subimarine simulation is included in (Feldman 79), NPS AUV 11 coefficient values arc

r'0i1 (Warner 91l) IB lahrkc 92) (Marco 95) and laboratory testing, All angular

delinitions conform to the right-hund rule. Readers interested in comprehending the

final six dynamics equations of mnotion are urged to closely examine the precise

variable and c0oeffticient definitions provided in these nomenclature tables.
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Table 6.1. Hydrodynamics and Control System Variables.

Coordinate

Symbol Name :D:I-1i;:'in System Units

I time Clock time (rcal or simulated) seconds

6t time step Loop intmerval (robot or dynanics model) seconds

X x Position along North-South axis, world feet

North positive,

y y Positioni along East-West axis, world feet

Last positive.

zz Depth, downward direction is positive, world feet

roll Euler Roll Euler angle rotation about world radians

anglC North-South axis, precceding pitch and

yaw rotations, Positive sense clockwise

Las seen from stern to bow of vehicle.

0 pitch Pitch Euler angle rotation about world radians

Euler East-West axis, following rotation for

angle roll and preceding rotation for yaw.

Positive sense is clockwise us seen from

port side of vehicle.

N/ yaw Yaw Euler angle rotation about vertical world radians

Euler (depth) axis, following rotations for roll

angle and pitch. Positive sense is clockwise as

seen from above.
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Coordinate

Symbo Name Description system Units

"x dlot Linear velocity along North-South axis, world ft/sec

y dot Linear velocity along East-West axis. world ft/sec

z dot Linear velocity along Depth axis. world ft/sec

phi dot Roll Euler angle rate component, about world radians/sec

North-South axis. Not equivalent to p.

theta dot Pitch Euler angle rate component, about world radians/sec

East-West axis. Not equivalent to q.

psi dot Yaw Euler angle rate component, about world radians/sec

vertical (depth) axis. Not equivalent to r.

u surge Linear velocity along longitudinal axis. body ft/sec

v sway Linear velocity along lateral axis. body ft/sec

(sideslip)

w heave Linear velocity along vertical axis. body ft/sec

p roll rate Angular velocity component about body radians/sec

longitudinal axis, Not equivalent to 4.

q pitch rate Angular velocity component about body radians/sec

lateral axis. Not equivalent to 0.

r yaw rate Angular velocity component about body radians/sec

vertical axis, Not equivalent to W.
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Coordinate

S)yil: bo Name oDescription syste_ Units

U dot Time rate of change of surge velocity body ft/sec2

(along longitudinal axis)

v dlot Time rate of change of sway velocity body ft/sec2

(along lateral axis)

w dot Time rate of change of heave velocity body ft/sec'

(along vertical axis)

) p dot Time rate of change of roll angular body radians/sec2

velocity (about longitudinal axis)

q dot Time rate of change of pitch angular body radians/sec2

velocity (about lateral axis)

r dot Time rate of change of yaw angular body radians/sec2

velocity (about vertical axis)

8rb bow Bow rudder deflection angle. Usually body radians

rudders bow and stern rudders orders go to

angle exactly opposite positions. Positive

sense is clockwise as seen from above.

Positive bow rudders angle with positive

surge u produces positive change in yaw.
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Coordinste

Symbol Name Description systein Units

8r. stern Stern rudder deflection angle. Usually body radians

rudders bow and stern rudders go to exactly

angle opposite positions). Positive sense is

clockwise as seen from above. Positive

stern rudders angle with positive surge Y

produces negative change in yaw.

8 pb bow Bow planes deflection angle. Usually body radians

planes bow and stern planes go to exactly

angle opposite positions). Positive sense is

clockwise as seen frlom the port side of

the vehicle, Positive bow planes angle

with positive surge u produces positive

change in pitch.

6,, stern Stern planes deflection angle. Usually body radians

planes bow and stern planeS go to exactly

angle opposite positions). Positive sense is

clockwise as seen from the port side of

the vehicle. Positive stern planes angle

with positive surge u produces negative

change in pitch.

nporT Port rpm Port propeller ordered turns body rpm

nsh Stbd rpm Starboard propeller ordered turns body rpm
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Coordinate

Symbol Name i)escription I ytem Units

V13,,,,...i,. Volts, bow vertical cross-body thruster body volts

(±24 V corresponds to ±2.0 lb)

V,,,r,.v,•ti,.a Volts, stern vertical cross-body thruster body volts

(±24 V corresponds to ±2.0 lb)

Vh,, .Ie,.l Volts, bow lateral cross-body thruster body volts

(±24 V corresponds to ±2.0 Ib)

Vir,, Volts, stern lateral cross-body thruster body volts

(±24 V corresponds to ±2.0 lb)
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Table 6.2. Hydrodynamics Model Coefficients.

Value for

Cuetticient Name Description NPS AUV II

W weight Submerged weight of vehicle, including water 435 lb

in contained free-flood spaces, neutral ballast.

B buoyancy Weight of water displaced by vehicle, including 435 lb

water in contained free-flood spaces.

Can vary with depth (due to hull compression)

and with changes in water density p.

L length Vehicle length, also known as characteristic 7.302 ft

length. Dynamics equations of motion are

written to explicitly utilize L as a normalization

coefficient. This approach makes most other

coefficients dimensionless and quantitatively

independent of vehicle dimensions, permitting

comparison of relative effects between different

forces and dissimilar vehicles.

g Acceleration due to gravity 32.174 ft/sec2

p rho Mass density of fresh water: 1.94 slugs/ft3

Mass density of sea water (representative): 1.99 slugs/ft3

m mass Vehicle mass, including water contained in W / g = 13.52

enclosed free-flood spaces, neutral ballast. (lb sec')/ft

Mass moment of inertia coefficient about body 2.7 ft-lb, sec"

longitudinal axis, Equation (6.55)
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Value for

coefficient Name Description NPS AUV II

l'Mass moment of inertia coefficient about body 42.0 ft'lb'sec

lateral axis, Equation (6,56)

I. Mass moment of inertia coefficient about body 45.0 ft'lb'sec"

vertical axis, Equation (6.57)

Cross product of inertia coefficient, due to 0.0 ft'lb' sec'

=IY asymmetric mass distribution about body

longitudinal/lateral axes, Equation (6.58)

I. Cross product of inertia coefficient, due to 0.0 ft-lb, sec2

asymmetric mass distribution about body

longitudinal/vertical axes, Equation (6.59)

Ii, Cross product of inertia coefficient, due to 0.0 ft'lb' sec'

= y asymmetric mass distribution about body

lateral/vertical axes, Equation (6.60)

CG center of Mass centroid of vehicle. The CG is the (x4, Ya, z6)

gravity apparent point where forces and moments are

applied.

xG Center of gravity location along body 0.125 in

longitudinal axis, measured in body coordinates 0.010 ft

from nominal vehicle centroid

y( Center of gravity location along body lateral 0.0 ft

axis, measured in body coordinates from

nominal vehicle centroid
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Vulue for

Coefticient Name Description NPS AUV I1

.. , Cr',ter of gravity location along body vertical 1.07 in

axis. measured in body coordinates from = t).089 ft

nominal vehicle centroid. Note z,; is below

center of buoyancy z,, by design for passive

roll/pitch stability,

CB center of Voh' ictric centroid of the vehicle, (xe, YB, ZB)

buoyancy

x1 Center of buoyancy location along body 0. 125 in

longitudinal axis = 0.010 ft

y11 Center of buoyancy location along body lateral 0.0 ft

axis

z11 Center of buoyancy location along body vertical 0.0 ft

axis. Note z,, is above center of gravity z, by

design for passive roll/pitch stability.

Xho..erl,.t Distance from nominal vehicle centroid to 1.41 ft

centerline of bow vertical thruster tunnel along

body longitudinal axis.

x~t.,..,,f,,.• Distance from numinal vehicle centroid to 1.41 ft

centerline of stern vertical thruster tunnel along

body longitudinal axis. Note negative,

Distance from nominal vehicle centroid to 1.92 ft

centerline of bow lateral thiuster tunnel along

body longitudinal axis.
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Value for

Coetficient Name D)escription NPS AUV I1

x,,,trn,.,.ueru Distance from nominal vehicle cent'oid to - 1.92 ft

centerline of stern lateral thruster tunnel along

body longitudinal axis. Note negative.

Y,,r,.propei,'r Port propeller shaft offset from - 3.75 in

longitudinal centerline of vehicle = - 0.313 ft

Ybd.,,pro,.I,., Starboard propeller shaft offset from 3.75 in

longitudinal centerline of vehicle = 0.313 ft

h (x) Width of vehicle at body center along the vehicle

y-axis, at a given position x measured on the geometry

longitudinal body axis tabular data

b (x) Height of vehicle at body center along the vehicle

z-axis, at a given position x measured on the geometry

longitudinal body axis tabular data

U,.j (x) Total cross-flow velocity across body at a given see

body position x along longitudinal axis Equation (6.47)
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Value for

('etlkicient Name Description NPS AUV il

Surge force coefficients

Average forward velocity based on combined (2 fts )
sleady-state speed propeller revolutions per minute (rpm),(7"00 m

per maximum typically measured at maximum steady-state for twin

propeller rpm speed. Analogous to turns-per-knot (TPK) ratio propellers,

for ships with fixed-pitch propellers, steady state

Xprop No longer used, since Xprvop term is not a true Not used.

coefficient. Xpv,,p is now decomposed in Previous values

Equation (6.43) to explicitly show individual w'e no longer

contributing propulsion-related variables, which applicable.

are then included in the revised surge

equation of motion (6.48).
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Value for

Coefficient Name Description NPS AUV I1

X, Coefficients describing surge forces from -2.82 E-3

resolved lift, drag and fluid inertia along body 0.0
longitudinal axis. These occur in response to

X• 0.0
individual (or1 ,multiple) velocity, acceleration

-X16 and plane surface components, as indicated by 0.0

X4 the corresponding subscripts. 0)(

X, For example: 010

0.0

X4 describes the drag contribution 0.0

Xw, in the longitudinal X direction 0.0

X duc to time rate of change of 0o0

Xqq Suurge velocity (4) 0.0

Xrr Note that any coefficient may be non-zero, 0.0

X,,qb depending principally on the geometry of the 0.0

X,,___ vehicle being modeled. 0.0

Xur~~r (M)_____

Xja, 0.0

XUw6, 0.0

X,,X (M).3
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Value fo-r

('unlefldent Name l)escription NPS AUV 11

Xa ju I bbbb Drag force due to square of deflection angle of -1.018 E-2

Xulu16S bow planes ( S,•,), ,tern planes (8,,,) and rudders -1.018 E-2

Xrrbr (6,,, 6,,) respectively due to square of surge u -1.018 E-2

Xpr Fluid inertia force due to paired interactions as 0.0

X indicated by subscripted velocities, typically 0.0

XVP nonzero only as a result of asymmetries in the 0.0

Xyr vehicle hull form U.0

C"' Drag coefficient along body longitudinal axis 0.00778

Note: for remaining coefficienlts, only non-negligible NIS AUV values are listed.

Sway force coefficients

yO Coefficients describing sway forces from -3.43 E-2

yý resolved lift, drag and fluid inertia along body -1.78 E-1

y. lateral axis. These occur in response to -1.07 E -I

Y,, individual (0or multiple) velocity, acceleration 0.0

and plane surface components, as indicated by +1.18 E-2

the corresponding subscripts. -1.18 E-2

Cdy Drag coefficient along body lateral axis 0.5
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Value ftr

'uefficlent Name I)escrlptinm NPS AUV I1

Heave force coefficients

4 Coefficients describing heave forces from -9.43 E-2

resolved lift, drag and fluid inertia along body -2.53 E--3

vertical axis. These occur in response to
ZuW individual (or multiple) velocity, acceleration - E-1

Z and plane surface components, as indicated by -7.013 E-2

the corresponding subscripts. 211 E-2

ZuluI bps -2.11 E-2

C Drag coefficient along body vertical axis 0.6

Roll moment coefficients

Kp Fluid inertia moment about longitudinal body -2.4 E-4

axis due to time rate of change of roll rate (6)

K[k Fluid inertia moment about longitudinal body -5.4 E-3

axis due to existing roll p and magnitude of

surge u

Kl Drag moment about longitudinal body axis due -2.02 E-2

to signed square of existing roll p estimate

corresponding to turbulent flow
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Value for

oel'ficient Name Descriptlon NPS AUV 11

K Drag moment about longitudinal body axis due ( )
to existing roll p corresponding to laminar flow, Kt 10

approximately equals Kp•,j at 1°/sec estimate

Pitch moment coufficients

MW Fluid inertia mnomnent about lateral body axis -2.53 E--3

due to time rate of change of heave rate (,*)

M, Fluid inertia moment about lateral body axis -6.25 E-3

due to time rate of change of pitch rate (4)

Mw Fluid inertia moment about lateral body axis 0.0

due to existing heave w and surge u

Mu Fluid inertia moment about lateral body axis -1.53 E-2

due to existing pitch q and surge u

MW I" I aph Drag moment force about lateral body axis due -(.283.L'

to bow plane deflection bpb and signed square

of surge u

M'1.18us Drag moment about lateral body axis due to +0.377-L'

9tern plane deflection 6,, and signed square of

surge u

MqlqI Drag moment about lateral body axis due to -7.0 E-3

signed square of existing pitch q estimate

corresponding to turbulent flow
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Value for

Coefficient Name iescription NPS AUV UI

Mq Drag moment about lateral body axis due to MI

existing pitch q corresponding to laminar flow, qM€€ 1800

approximately equals Mq,, at 1°/seec estimate

Yaw moment coefficients

No Fluid inertia moment about vertical body axis -1.78 E-3

due to time rate of change of sway (0)

Ne Fluid inertia moment about vertical body axis -4,7 E-4

dLue to time rate of change of yaw (P)

NUV Fluid inertia moment about vertical body axis 0.0

due to existing sway v and surge u

N,, Fluid inertia moment about vertical body axis -3.90 E-3

due to existing yaw r and surge u

Nuluilrb Drag moment about vertical body axis due to +0,283.L.

N, ur, Drag moment about vertical body axis due to +O.377.L.
oewn rudder deflection 6,. and signed square of

Yulu I rb

surge u

NuirI Drag moment about vertical body axis due to -5.48 E-3

signed square of existing yaw r estimate

corresponding to turbulent flow
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Value for

Coefficient Name Description NPS AUV I1

N r. Drag moment about vertical body axis due to N ,i 1

existing yaw r corresponding to laminar flow, Nrr )

approximately equals Nrjri at l°/,sec estimate

Nprop Propeller yaw moment for NPS AUV 11 is Not used.

normally zero due to twin propellers that are Previous values

identically paxired, offsetting and are no longer

counterrotating. However N yaw moments applicable.

are not zero if paired propeller rpm values

differ. Actual moments equal

(Fpropeller 'Ypropeiar) for each propeller, now

included in yaw equation of motion (6.53).
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8. Modifications to Previous Dynamics Equations of Motion

Given these nomenclature definitions, the next task is to modify the

dynamics equations of motion to group only body-acceleration-related terms on the

left-hand sides, and group velocity-related terms on the right-hand sides. The

algebraic transformations are similar for each of the six equations of motion,

However the surge equation requires a number of important modifications and will be

derived in detail. The surge equation describes the relationships between all forces

affecting the linear body acceleration of the vehicle along the body longitudinal axis.

The original surge motion equation of (Healey 93, appendix) includes accelerations on

both sides and appears as follows:

Previous Surge Equation of Motion (6.39)

m [ v - V+ wq - x.(q2 +r2) + y0 (pq-i) + z0 (pr+4)]

_P-L4 [XP p 2 +Xqqq2 +Xrrr 2+Xppr]

2 "P ~qq pvP~"+ RL3 [X,, 2+X W4 wq +XbVPvp+Xvrr2

+"q (Xq8, 8 + Xq~bt28bp+ xqamS t + Xr•8rurS r) 4XrS ur8 ]

" kL2 [Xv2+Xw2+X jsuvar +uw(X'I86$ +Xwb12 6+X•a bp)2
+ U2 (Xj882 +X a2 + a2

(�+ 6/ +x abf:8 8b +XS 8 r)]

"+ (W-B) sine

", -_L3 Xq.,,uqq%,E(q) + 11L2 [X 5•uw8 ±+X ,u28Z.on)
2 2

prop

The (Healey 93) equations of motion described and extended the earlier

U.S. Navy Swimmer Delivery Vehicle hull number 9 (SDV-9) equations of motion

(Smith 78, declassified), which were determined both empirically and theoretically.

The c (rq) term in Equation (6.39) approximates a second-order speed-related SDV-9
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propulsion response as observed in tow tank testing. Tow tank testing is atypical for

most underwater vehicles. Similarly, 6b,2 terms are related to an nonstandard control

arrangement in the SDV-9 that included independent control of port and starboard bow

planes. A split bow planes control configuration is not unusual, but more often plane

surfaces are controlled in pairs. The effects of individual planes have been combined

as pairs in this model for simplicity. Therefore the e (1") and 5b/2 terms are not

included in the general model derived here.

Despite these reasonable simplifications it is worth noting that many

existing underwater vehicles have asymmetries and unique characteristics which may

not be fully captured by these general dynamics equations of motion. Additional

modifications to the equations of motion may be necessary in some applications for

proper characterization of different vehicle designs (such as individually controlled

bow planes). For example, individual control of plane surface pairs will be necessary

if active control of vehicle roll during cruise mode is attempted.

Xp,,v as defined in the original surge equation of motion of (Healey 93)

composes a number of important variables including cormmanded speed, actual speed

and drag, The Xprop formulation is not intuitive from the perspective of a general

description of forces. Furthermore the composition of several variables as an apparent

constant is very misleading. The following derivation algebraically reveals and

rearranges the component variables making up the Xp,,op term. This refornulation

permits distinguishing between propulsive force and drag force contributions occurring

along the body longitudinal direction, Again from (Healey 93):

Xp,= Cd(r1 TI -1) (6.40)

= ( 2ft/sec n (6.41)
700 rpm u
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(2ft/,
where (700p-O- can be referred to as steady-state speed per maximnum propeller rpm

ratio.

Combining (6.40) with (6.41) and expanding the last complete term

contained in the (Healey 93) surge equation (6.39):

PL2U2X = -Lu uICd (rf1,hl-1)
2 prop 2

2 700rpm u 700rpm J u

2ft/sec 2 u 62 700 rpm) u - uJul

C 2ft/sec nn - ulul
2 700 rpm )

The propulsion contribution (due to propeller rpm n) and opposing drag

contribution (due to forward surge velocity u) are now evident. When the vehicle has

two propellers, a pair of forward forces contribute to the expected speed per rpm, and

the preceding Xpro,, term shown in Equation (6,42) is expanded to become:

-EL 2U2X _ P L 2CJo 2ftlsec 2 1 ]O, (6.43)

2 prop 2 , 700rpm)2 2 +nl•Ifl~I) u1u1

Force from a single propeller out of a pair is as follows. Corresponding yaw moment

contributions by each of the propellers have been added to the yaw Equation (6.53).

FsIO-PrOPir -PL 2CO 2ft/sec 2 1 (nPlnpl) - ulul (6.44)
(O of. .L) 2 L700 rpm) 2

Examination of Equations (6.43) and (6.44) reveals that, as forward velocity

u increases, the effective forward thrust due to propeller rpm n decreases according to
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the expected signed square law, similar to a pump curve of shaft rpm versus pressure

head. Note that these equations also accurately describe drag forces against forward

motion when a moving vehicle's propellers are turned off. Extensive test tank

experimental data is not needed for measuring this predominant relationship between

propeller thrust and forward speed. A straightforward measurement of steady-state

speed for maximum propeller rpm precisely quantifies this relationship.

Cross-body thruster propulsion terms have also been added to the dynamics

equations of motion. Steady-state thruster force is closely proportional to the signed

square of ordered motor voltage for the cross-body thrusters designed and constructed

for the NPS AUV 1I (Cody 92) (Healey 94b). This signed square relationship between

control voltage and effective thruster force is shown in Equation (6.45\. The sign

convention for thruster voltages is that positive voltage results ' • force which pushes

the vehicle in the positive direction of the body lateral or depth axes. More precise

modeling of thruster nonlinearities and sinusoidal-exponential time response is possible

using generalized tunnel thruster dynamics models (Cody 92) (Healey 94b)

(Brown 93) (Belton 93) (Fossen 94). Dynamics-based models of thruster response

must be used instead if thruster temporal response is significant. Similar results have

been found for other thrusters that include thrust controller circuitry (Sagatun 91)

(Marks 92). A nontemporal signed square voltage model was found to be reasonably

accurate for the overall effects of the NPS AUV thrusters. Open loop test tank

experiments can quantify installed thruster performance versus time with little

difficulty.

Since an accurate force equation is available to model the four individual

thrusters, force and moment terms can be added directly to the sway, heave, pitch and

yaw equaicns of motion. Physical offsets of thruster centerline away from the vehicle

centroid are multiplied against forces to obtain corresponding moments, as shown in

Equation (6.46). Opposing moments due to forward and aft thu'usters are accounted

for by positive and negative thruster tube •fliset distances, respectively. This

eliminates the need for the previous N.,,.,p formulation.
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thrustr ( 2.0 lb V ,hrstar IVith st, r (6.45)
242 volts)

Monent 2.Olb 1 VrIV, I VXhoffi X (6.46)
ts 242 volts) dst-c

The addition of thruster forces and moments is required to extend the

(Healey 93) model to remain valid at low forward speeds (i.e. hovering mode).

Corresponding damping moments must also be included to model the resistance of

water against rotational motion in these directions. Previously existing drag terms

each include surge u as a factor, and each approaches zero at the low forward speeds

associated with hovering. Therefore new rotational damping drag terms must be

included to account for skin friction, particularly at low speeds. Kp, Mq, and Nr are

coefficients for quadratic terms corresponding to turbulent boundary layer skin friction.

Kp, MV and Nr are coefficients for linear terms corresponding to laminar boundary

layer skin friction. As suggested by (Sagatun 91) (Fossen 94), all six of these skin

friction damping terms have been added to rotational dynamics equations of motion

(6.51) through (6.53) respectively. Kprop and Mpop terms are no longer needed, for

reasons analogous to those presented for Nprop previously.

One additional function needed for the dynamics e(liations of motion is

UC, a normalizing quantity for cross-body fluid flow with respect to body distance x

along the vehicle longitudinal axis. From (Healey 93):

Ug~x) = ¢(v + xr)2 + (w - xq)2  (6.47)

Related functions h(x) and b(x) in Table 6.2 and the dynamics equations of motion are

provided for the NPS AUV by a table of cross-sectional measurements (Marco 95).
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This is an example of strip theory which divides the body of a submerged vehicle into

multiple parallel strips, estimates hydrodynamic coefficients for damping and added

mass over each strip, and then sums the contribution over each strip to produce overall

coefficient estimates (Fossen 94). Alternative methods of calculating cross-body flow

forces and moments appear in (Humphreys 91).

Some additional explanation is necessary for time-varying forces. So-called

"added mass" forces are related to the resistance of the surrounding fluid to vehicle

body acceleration. This physical behavior is predictable and reasonably intuitive:

acceleration of the immediately adjacent water volume requires a corresponding force,

and is thereby referred to as an "added mass" effect. These forces are only

proportional to vehicle accelerations and not vehicle velocities. This characteristic of

a rigid body interacting with a fluid medium helps to explain why the body frame

mass matrix [M] (which corresponds to vehicle mass, moments of inertia and "added

mass") is time invariant.

Replacement of the X,,,, and similar terms, removal of the e (11) and 6 b/2

terms, including added mass terms, standardizing explicit nomenclature for

hydrodynamics coefficients, and grouping body accelerations on the opposite sides

from velocities now produces the desired form of the surge equation. Transformation

of the remaining five equations of motion for sway, heave, roll, pitch and yaw is

similarly performed by direct algebraic manipulation from those versions presented in

(Healey 93). Thruster forces, thruster moments, propeller yaw moments and damping

drag moments have been added where appropriate.

9. Dynamics Equations of Motion

The critical conuibution of this chapter is the unambiguous definition of

variables and coefficients, and a revised set of underwater vehicle dynamics equations

of motion. These equations and the accompanying hydrodynamics model are

implemented verbatim in the accompanying virtual world source code (Brutzman 94e).

Final and complete forms for all six dynamics equations of motion follow.
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Sury-e Equation of Motion (6.48)

m-EX Ii + mz~q -my, r

m~vr -Wq +XQ;(q2+ r') - YGPI - ZGPr]

"+ -- L 4[XJp 2 + X~qqq 2 + Xrr-r2 + Xprprl

" PL3  ~wqw + Xp, vp + Xvrvr + uq(ua b+ Xeýp
2- + ur (Xu br8r~ rb ' I.-r r)

"PL2[ XVV v 2 + X~ w w 2 + uv XUVO ry + uw (XUW 8b8 Pb + Xu~a8;)
4 -L ~ 2 2 2rr uu82~~s

2 +Ujl (ullabb~b +Xu~ia,6PS+ Xujiui 8 r r~r + Xullrrr,

-(W-B) sin(O)

Sway Euuation of Motion (6.49)

(m -~-EL'Yo + (-,ZG - IL + (MXo P-4

m m[-ur + wp - x,;pq + yp 2 + r2) -ZGqr]

2 R [Y~pq + Yqrqr]

+ -L 3 Y P+Yu r+Y, q+Ypwp + Yw,. wr]

.-E.L 2 [Y,,,uv -'Yvw + u u (Y. tuI r 8rlrb + yu u8rr)]

- Cdyhx)v + xr'+ Cdb~x) w _ X,12] (V + Xr, a

2J /x &W Ucj wx

+ (W-B) cos(EO) sin(4,)

~242V!S volt
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H-eave it(mlation of Motion (6.50)

m --E'Z+ MYGP5 + (-rXG - P-RL4zv

m[uq - vp - xc~pr -yqr + zGc~ )

+ £L4[zp 2 + Zprpr + Z, rr2 1]

"+ -E-L 3Zuq + Z~,~+Zrr

+ IL2t uwW + Z~,,v 2 + U11(.apb+ .a P]

_ P fXI ' [C. h(x) (v + xr)2 + Czb(x) (w _ xq)2] (I - xq) d

+ (W-B) cos(O) cos(4)

-K2 volt_) ý lanwka

Roll Equation of Motion (6.51)

(mz, 4 -LKo)> + mfYcG* + I -E~L5KO) -. Y + -1,- LKt

- I)qr - I.Ypr + I,(q 2 r r2 ) + I~pq]

- n[yG (- uq ,' vp) - z.G(ur - w)

+ PL 5[Kp Pq+ Kqr qr + Kp11,pIpI[ + Kpp]

+ -EL pu~ ur~r + K,, vq + K~,,p+Kwr

+ K~ P-I-LI + K uvw I ,ýpZ + ,r ]

+2E 3[K.,uv +Kw -uilsI(K,,,,88b+ uuasp)

+ (YG W - yB~) cos(e) cos(ot) - (z(;W - zBB) cos(O) sin(4))
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Pitch Equation of Motion (6.52)

mzG~i + ~~x -RL4M~ 4m-,V + -I6+ -E~L5M)4 -y

- [-(I, - I,)pr + I,,,qr - -yq ,z( - r 2)]

+ M [XG(- Uq + VP) - zQ,(-vr + wq)]

+ -EL5[IMP p 2 1- Mprpr + Mr rir I r + Mq~ q Iq I + Mqq]

+ -E.L4[M uquq + M v vp + M. vr]

+ -E!L 3 IM uw + myv 2 + UuIUMI(MIj~b8bpb M+ Ils~)

2 ns [Cdyh(x) (v + xr2+ Cd bx)(w -q2 (w - Xq)
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Ya Euation of 2 Motion (6.53)
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10. Mass and Inertia Matrix [M]

Matrix equations can now be written from the dynamics equations of

motion (6.48) through (6.53), grouping significant terms together appropriately. The

left-hand sides are simply written in matrix form as the product of the body coordinate

frame mass matrix [MI and the time rate of change of velocities matrix [Vlb]•. The

force matrix IFI is a (6 x 1) matrix comprised of the right-hand sides of the six

dynamics equations of motion.

The body coordinate frame mass rmatix [M] is deternmined from the

coefficients corresponding to linear and rotational components of [VI']1by on the

left-hand side of the given equations of motion (6.48) through (6.53). When expressed

properly, this mass matrix is time-invariant and does not include any velocity-related

terms. All possible added mass terms are included here for completeness, even though

many of the terms are likely to equal zero (Fossen 94).

Mass Matrix (6.54)

2 2 2 2 2 , 2

-P-Ly -ELS -mza-2L --EL4Y -2L e
2 " 2 2 2 P 2 2

-PL3Z m-L3Z m L- Z mxG-Z
2 "2 2 G 2  2 ~ 2

-R a - -- , my- 0  L5 K -- LK -I'--4
2 2 2 2

nZG LM. -- A m -ELM - !,, - iL-LMl
2- 2 2 2 2 2

-mYG-2PL4N. -2L41V, -,=-•L 5Np -I,-2L5N4 I-2LsNL

22 2 22
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The spatial distribution of mass within a body has several important effects

which are quantified as moments of inertia. Calculation of inertial moments are as

shown in Equations (6.55) through (6.60). In practice these calculations are performed

as weighted sums, measured from vehicle origin to centers of mass for individual

internal vehicle components. If the vehicle has a variable ballast system, changes of

mass and inertial moment must be accounted for and then the body frame mass matrix

[L'] becomes slowly time-varying.

S= f (y' + z'),dm (6.55)

S- f (x + z•)d&n (6.56)

S= f (xz + (•) &n,(6.57)

I= t I= fxy m (6.58)

,= 1' = fxz dm (6.59)

1= = fyz dm (6.60)

Mass matrix inversion can be accomplished via any of several algorithms

(Press 92) (Hamming 86). Note that since the body frame mass matrix [H] is

ordinarily time-invariant, the inverse mass matrix [M]- does not have to be determined

repeatedly. Thus the computational efficiency of this large matrix inversion
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calculation has no effect on the real-time responsiveness of the hydrodynamics model

algorithm. If total vehicle mass or inertial moment changes due to variable ballast or

significant moving internal components, the matrix inversion calculation will have to

be occasionally repeated and may impact real-time response.,
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11. Summary of Hydrodynamics Model Algorithm

All of the components of the general underwater vehicle reai-time

hydrodynamics model have been presented. Figure 6.5 summarizes the hydrodynamics

nmodel algorithm.

Estimate and invert mass matrix [MA] using equation (6.54)

" Initialize hydrodynamics model variables for posture [P], velocities [V]
and time rates of change of velocities using rable 6.1

" Loop until robot is done:

receive updated state vector from robot, including ordered effector
values for rudders, planes, propellers, thrusters and elapsed time

Calculate new values for time rate of change of body velocities, using
the current vehicle state vector and equation of motion right-hand
sides using 'rable 6.2, equations (6.24), (6.30), (6.35), and
(6.48) through (6.53)

Update velocities [V]b.dy using equation (6.31)

Perform transformation to [V1• 0,I using equations (6.5), (6.9), (6.10),
(6.11), and (6.22)

Update posture [P] using newly-calculated velocities [V]woJ,
ocean current estimate and previous posture using equation (6.33)

Return newly-calculated hydrodynamics values to robot via telemetry
update of the robot state vector. Most calculated velocities and
accelerations correspond to real-world values provided by inertial,
flow and pressure sensors.

Wait for next updated state robot vector. Continue loop upon receipt.
Shutdown when model is no longer required by robot.

Figure 6.5. Underwater vehicle real-time hydrodynamics modeling algorithm.
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V. EULER ANGLE METHODS COMPARED TO QUATERNION METHODS

The hydrodynamics model presented here is based on Euler angle representations

of vehicle orientation. Another possible representation method of interest is the unit

quaternion. The use of quaternions is most notable for a lack of singularity when

pointing vertically, and also for well-developed mathematics that permnits rapid and

etfitiient orientation update rates (Cooke 92b) (Kolve 93) (Chou 92) (Funda 90)

(Shoemake 85). This section briefly describes quaternion mathematics as a possible

alternative to Euler angle orientation calculations in the underwater vehicle

hydrodynamics model.

The underlying mathematical reason that an Euler angle rotation matrix is unable

to satisfactorily represent a vehicle pointing vertically (along the z-axis) is that

extraction of Euler angles provides a unique value for pitch (6 = ± 7t) but can only

provide the sum (ý + *, nose up) or difference (0 + *, nose down) of roll and yaw,

not unique values for each, Thus three parameters are inadequate to unambiguously

represent all possible orientations as desired. Sir William Rowan Hamilton deduced

and developed quaternion algebra in 1843 after searching many years for a

generalization of complex numbers. He determined that four parameters are necessary

to represent all possible orientations without potential mathematical singularity

(Cooke 92b).

Consider the unit sphere as illustrated in Figure 6.6. Three parameters are

necessary to describe a unit vector directed from the center to any point on the sphere

surface. A fourth parameter can then be used to describe a value for rotation about

this axis. This combination of unit vector and axial rotation uniquely defines all

possible orientations, provided rotation values are specified to have a range [O..2rr)

(Euler's Theorem),
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ai

Figure 6.6. Quaternion representation.

There are several ways to represent quaternion values, described in detail in

(Cooke 92a, 92b) (Kolve 93) (Chou 92) (Funda 90) (Maillot 90) and (Shoemake 85).

The simplest representation is to scale three orthogonal unit vectors i, I, and k to

indicate a point in three space, and then combine those three terms with another value

for rotation about the described axis as follows:

Q = W + i"X + Y + k Z (6.61)

The Euler parameter representation follows an Euler angle approach to state that

three angles A, B and C can provide a rotation matrix that will align a rotation axis

with the world coordinate frame. A fourth angle D describes rotation about this axis.
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Rather than use A, B, C and D directly, a unit quaternion Q is represented using the

following substitutionis:

Q = (qo, q, q2 , q3) (6.62)

where

q= Cos (D)

q, cos (A) sin(D) (6.63)

q2 = cos(B) sin (-)q22

q3 =COS (C) sin (D

The four component values of quaternion Q are called Euler parameters. Expressing

quaternions using Euler parameter form is desirable due to improved computational

efficiency during arithmetic operations, Normalization may be periodically required

after numerical calculations to ensure that magnitude of each unit quaternion vector

remains equal to unity (Cooke 92b),

One important property of unit quaternions as described above is especially

useful. Multiplication of two unit quaternions produces a new unit quaternion which

represents the results of two successive corresponding rotations.

QQ. = (w + ix +fY + dz) (w, + ix1 +j YI + kZ1 )

(WW - xx 1- YrY- ZZ1 ) (6
+ i (XW + WX1 - zrY + YZ1)

+ j (YW1 + Z X, - WYr + XZ1)

+ k (ZW, + YX1 - X Y + WZ1)
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Angular velocity of a rigid body can be converted from body coordinate frame

angular velocities to quaternion rates as follows:

=0 - (qP + q2 q + q3 r)
-1l ( qoP+ q2r- •l + qq q)

2 (6.65)

q2 = - ( qoq+ q3 p- q, r)

13 = ( qor + qxq q2p)

Given an initial orientation represented by a quaternion Q, orientation updates

are obtained by periodically integrating quaternion Q using quaternion rate Q0 and

time step (&1) via any numerical integration method.

Euler angles. if needed, are then extracted from the updated quaternion Q(O - 8t0

as follows (Cooke 92b):

0 = sin-'(-2 (qq 3 -qoq 2 )) (6.66)

(2 2 2 2

= Cs O q, q2 - q3 .sipn(qjq 2 + qoq3) (6.67)

2 2 2 2.q.--'o - q -q 2 ÷ q3 Jsin(q2q3 + qoqj) (6.68)

Note that the vertical restrictions on the range of pitch angle 0 from

Equation (6.2) remain unchanged in Equations (6.67) and (6.68) when converting from

the quaternion representation back to Euler angles. Further mathematical

manipulations of the quaternion will not produce values for 0 or 14. However, unlike
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the singularity in Euler rates at 0 ± _t/2. there is no corresponding singularity in the

quaternion rates of Equation (6.65).

The principal drawback to using quaternions in an underwater virtual world

hydrodynamics model is greater computational complexity when calculating Euler

angles. which are needed for networked posture update reports. The principal

advantage of quaternion arithmetic is that computational complexity is less than Euler

angle methods when solely calculating rotational updates (Cooke 92b). In the current

implementation of the virtual world. Euler angles are required at every time step, in

order to produce sensor values in the vehicle state vector and in order to provide DIS

network updates. Thus Euler angle methods are used in the hydrodynamics model

implementation (Brutzman 94e). These requirements might change if another vehicle

without sucH sensors were modeled. If no virtual vehicle yaw, pitch or roll sensors

are being mode'ed. or if DIS network updates are infrequent, the periodic

computational drawback of quaternion conversions to Euler angles might become

negligible. The mathematical methodology presented in this section demonstrated how

to utilize quaternions for recording and updating orientation rotations in the

hydrodynamics model, as an alternative to Euler angle methods. Detailed comparisons

of computational efficiency including network considerations appear in

(Cooke 92a. 92b).

F. DISTRIBUTED INTERACTIVE SIMULATION (DIS) AND NETWORK

CONSIDERATIONS

Distributed Interactive Simulation (DIS) is the IEEE standard protocol (IEEE 93)

used for communicating between networked entities sharing the same virtual

environment. In order for a robot operating in a virtual world to be visible to other

entities. DIS Protocol Data Units (PDUs) are sent out at regular intervals. The

purpose and implementation of the virtual world DIS interface are presented separately

in the network considerations chapter. This section examines the specific requirements

of the hydrodynamics model that pertain to DIS.
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The purpose of the hydrodynamics model is to provide valid real-time response

to a networked robot operating in a virtual world. The hydrodynamics model is

complex and sophisticated. A wide variety of subtle physical responses are possible.

One current focus of research interest is examining the precise interactions that occur

between robot and hydrodynamics models. Fine-grained reproduction of every

interaction is therefore desirable for scientific purposes, if supportable by the network

and virtual world viewer programs. Reproduction of AUV state at the same rate as

interactions between the robot and the hydrodynamics model is correspondingly useful

for visualization of both robot vehicle performance and hydrodynamics model

performance. Currently this interaction rate is ten times per second (10 Hz).

The DIS protocol requires that entities announce their position at intervals not to

exceed 5 seconds so that other entities are aware of their "live" presence (IEEE 93).

In practice an interval of one to three seconds is typically used for entities such as

ground vehicles which usually move with constant linear velocity. Highly dynamic

vehicles such as jet ai'craft may announce posture data many times per second in

order to permit smooth refresh rates of rapidly varying postures (Towers 94). In order

to reduce unnecessary network traffic, adaptive time steps between PDUs are

recommended which only broadcast new values when predicted dead-reckoning error

exceeds a reasonable threshold (or when the 5 second keep-alive deadline is reached).

Choice of dead reckoning algorithm and other parameters can also reduce network

loading (Lin 94). In general, minimizing PDU traffic is important to reduce network

bandwidth, and also to reduce the processing load on each DIS receiver. These

bandwidth considerations grow in importance when the number of actively

participating entities becomes large, and also when using multicasL DIS which can

have world-wide Internet score (Macedonia, Brutzman 94).

Although linear and rotational velocities and accelerations of an underwater

vehicle are orders of magnitude lower than jet aircraft, underwater vehicle behavior is

highly dynamic nevertheless. Example missions demonstrating highly complex

interrelationships among vehicle state variables appear in the experimental results
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chapter and sottware distribution (Brutzman 94e). For some missions, frequent

posture updates are necessary to closely evaluate vehicle interaction with hazardous

enviromnents in close quarters (such as a minefield). Precise posture information is

also necessary to indicate interactions of propulsor flow and sonar sensors with the

envionmicnt. Currently thrust, control plane and sonar values are embedded as

"articulate( parameters" within individual DIS entity state PDUs for the NPS AUV.

Future versions of the DIS standard are expected to provide new PDU types

specifically designed for announcing sonar transmissions, but hydrodynamics flow

vectors (proportional to propulsor values) will continue to be inferred from the vehicle

entity state PDU articulated parameter values.

Entity state PDUs must contain posture values and can optionally include linear

velocity, angular velocity, and linear acceleration. Dead reckoning algorithm velocities

and accelerations may be in world or body coordinates. Body accelerations are not

explicitly defined, but (Towers. 94) presents two dead reckoning algorithms pertaining

to each of two possible body acceleration definitions. Of particular note are

experimental results which show that average processing time of world coordinate

frame PDUs is only 8(0% relative to body coordinate frame PDUs (Towers 94). On

the other hand, a computational drawback in the use of world coordinate frame PDUs

here is the fact that tS- underwater vehicle hydrodynamics model does not directly

provide accelerations in the world coordinate frame. The current DIS implementation

in the under-vater virtual world Utilizes world coordinate frane PDUs because they arr.

more ellicient for receivers and less expensive to render. Fture work of interest

includes implementing a selectable alternative encoding of entity state velocities and

accelerations in body frame coordinates, and then empirically evaluating whether

virtual world efficiency is degraded by shifting PDUs to body coordinates. Dead

reckoning algorithm efficiency and evaluation is further discussed in (Lin 94).
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(;. OBJECT-ORIENTED NETWORKED RIGID BODY DYNAMICS CLASS

HIERARCHY'

Physically based modeling includes dynamics (modeling forces and

accelerations) as well as kinematics (modeling velocity effects only). Dynamics

consideranons are a superset of kinematics. The implementation of the underwater

vehicle hydrodynamics model was designed to incorporate the principles of

object-oriented progralmming (encapsulation, inheritance and polymorphism) and

structured programming (top-down design, modularity and data abstraction) as

appropriate (Booch 91) (Barr 91) (Stroustrup 91) (Frakes 91) (Barzel 92) (Pohl 93)

(Bailey 94). The many good design and software engineering principles found in

these references were valuable in managing the complexity of the hydrodynamics

model, and also in building a general dynamics model that can be easily adapted to

other underwater vehicles (or even other vehicle types). Although no single software

engineering methodology was rigidly adhered to, the resulting model implementation

(written in C++) enjoys most of the benefits which motivate these various references.

Model structure is briefly presented here and further described in (Brutzman 94e).

Structuring the model design problem was the key to comprehensible

implementation. A straightforward hierarchy follows. Posture is conunon to all

vehicles and can be reprcsented either by Euler angles by Euler angles embedded in a

homogenous transformation matrix (Fu 87) (Foley, van Dam 90), or by

quaternions (Cooke 92b). A rigid body is subject to kinematics equations of motion

which combine velocities with postures in strictly defined ways regardless of vehicle

type or environmental din ensionality. A networked rigid body which communicates

with other entities vi,' DIS needs to calculate postures, optional linear and rotational

velocities, and (again optional) linear accelerations. Such a DIS-networked rigid body

has identical capabilities regardless of vehicle type. An entity dynamics L.omponent

for a real-time n'tworked virtual world combines the functionality of rigid bodies and

DIS networking with the dynamics equations of motion (ftrces and accelerations)

unique to a specific vehicle type. This structured hierarchy of relationships between
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posture representations, rigid bodies, DIS networking and dynamics equations of

motion led to the general model class diagram which appears in Figure 6.7.
&he compartment boxes in Figure 6.7 delineate the functionality of class

components. The first compartment is class name. The second compartment indicates

member data fields, which are the data structures encapsulated by the object. The

third compartnment indicates object methods (functions) which effectively occur

instantaneously. The fourth compartment includes methods (functions) which are

time-consuming, either from the perspective of simulation clock duration or actual

delay due to network latency. Adapted from the Object-Oriented Simulation Pictures

(OUSPICs) design and testing methodology (Bailey 94), this diagraming approach is

very useful because it simplifies presentation of key object relationships and clarifies

hierarchy design. Of particularly value is the explicit specification of temporal

relationships, which are critical to success in a real-time system and are often

overlooked in complex system design. An example object template which adapts the

OOSPICs methodology from MODSIM programming language to C++ appears as

Figure 6.8. A key for OOSPIC arrow conventions is included in Figure 6.9

(Bailey 94). Software source code throughout the hydrodynamics class library

implementation (Brutzman 94e) follows the structurvl layout presented in the OOSPIC

diagram of Figure 6.8.
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Hydrodynamics Model Class Hierarchy

UrIVBodv permanent TUVModel
body accelera ownershIr- hydrodynamics

Lmas manitx - I moe offcet
initialize__________

vert nmass matrix
integrate equations of motion AUVSocket

virtual world interface N communications with
dynamics response networked AUV
dead reckoning response

ý- _inherits

IS-NetworkedRigidBod_
DIS port coiwection data A globals

Protocol Data Unit (PDU)
time_oflastPDU t o telemetry state vector

t r alternately updated by
initialize and inspection own"Sh'P robot and modelconnect. and disconnect
send PDU

st•ay-alve send PDU

- 1) Not shown: Vector3D class

quaternion orientation " ... -
h-trafnnfr-matrix posture '

posture: p,,.dio, orientation lHTransformMatrix tendon
body velocities horizontal transform q. qz q2 qj

rotate ad •ranslate ~matrix with posture (ouler parameters)

(step or incremental) Euler anglec rotate
operators rotate and ,awslato (step or incremental)
inspection methods (step or incremental) operators
set velocities operators inspowdtou methods

ispection methods
_____set posture

update posture using came, sale functions
velocities

Figurc 6.7. General real-time DIS-networked hydrodynamics model class hierarchy.
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Class Name: inherits:

visibfjily purpose name (Input pxanwers) (rTM=i type) description

member data fields
privatz

public

instantaneous methods
privato

public

operators

imnebr functionm

dm•ructor

time-consuming methods mothod dumroa or tornlazngg ovmat,
dmeuadioclock or wall cockprivate

public

Figure 6.8. OOSPIC class diagram template for C++ class definitions.
Separation of class name, data fields, instantaneous methods and
time-L.onsuming methods clarifies class functionality and design.

inharitance permanent temporary membership
owneri-,p ownership

Figure 6.9, Ohjct-Oriented Simulation Pictures (OOSPICs) arrow conventions.
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The structure of the general real-time DIS-networked dynamics model presented

here appears to be applicable to vehicles of arbitrary type. Documented source code

matches the diagrams, equations and algorithms presented in this work

(Brutzman 94e). Future work of interest in model design includes determining new

parameter values using this model to emulate the characteristics of other underwater

vehicles, adapting the model to accommodate dissimilar vehicle entities, porting the

model into robot software as an on-board hydrodynamics response predictor, and

investigating extensions to the model to support visualization, validation and

vcrification of model relationships against archived or live data records of actual

vehicle dynamics performance.

H. SIMULATING ON-BOARD INERTIAL SENSORS

Navigation and position keeping are fundamentally important capabilities for an

AUV. Unfortunately the selection, purchase, installation, calibration, testing and

interpretation of sensors is time consuming and expensive. A valuable benefit of a

networked hydrodynamics model is that it can provide model values for

"virtual sensors" which may or may not be physically installed.

There are three types of navigational sensors in cormnon use: sonar.

electromechanical and inertial. Navigational sonar sensors either detect the

environment or use doppler difference ranging from beacons at known locations, and

as such are not appropriately modeled using hydrodynamics parameters. Mechanical

or electrical sensors for water flow, depth pressure, plane position, propulsor rpm and

battery amp-hour consumption rate are directly represented by model variables tor

surge u, depth z and vehicle state vector values respectively. Normally these sensors

are reaonably accurate with zero bias and less than 5-10% error over their operating

range. Inertial and gyroscý)pic detectors can also be modeled but additional

considerations pertain.

Inertial navigation sensors are often called "strap-down" systems since they are

aligned with vehicle body coordinates and physically fixed to the vehicle frame.
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If possible they are kept near the center of gravity to minimize offset moment effects.

Complete packages using solid state sensors and integrated circuit processing are now

available at relatively low cost, providing angular rate and acceleration values about

all three body axes. Many other small inertial units are also available which can

provide similar functionality for one or two body axes. Velocity outputs are integrated

internally from accelerations, and posture values are then found by integration of

velocity.

Accuracy of i rtiai devices depends on pitch and roll angle estimation and

sensitivity to acceleration. Inertial accelerometers are affected both by accelerations

on the vehicle and accelerations clue to gravity. Since the acccleration due to gravity

is about ten times the acceleration of propulsors used by slow speed vehicles, an

accurate estimnate of vehicle pitch and roll is essential for isolating acceleration

components unique to the vehicle. Because both position and rotation estimates are

double integrations of accelerations, any noise or error in acceleration estimation is

greatly amplified over the passage of time. Proper conversion from local inertial

reference frames to geostationary or geocentric inertial reference frames is also

necessary (Maloney 88). Additional errors and correction factors all can raise the

complexity of the sensor and its model.

Electromechanical and inertial sensors can be precisely modeled by perfect

"virtual sensors" using the hydrodynamics model. This is very useful for initial

experimentation with navigation functions on the robot. For realistic modeling,

however, accurate distributions for sensor bias, error and variance are needed. Such

distributions can only be meaningfully applied using specifications and test results for

actual hardware. Error models are feasible (Pappas 91) (Brancart 94) and can be

modeled statistically (Law, Kelton 91). Simulating "virtual sensors" using the

hydrodynamics model is of particular usefulness when evaluating robust vehicle

control under variable operating conditions (especially simulated sensor failure). The

key to success when producing such simulations will be incorporating statistically

valid error models.
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1. SPECIAL EFFECTS AND FUTURE WORK: ROBUST CONTROL,

TETHER, OCEAN SURFACE, COLLISION D)ETECTION

The networked real-time availability of this model enables further work in

several important research areas. The analysis and design of robust controllers focuses

on producing stable performance when contuolling multivariable systems with

significant uncertainty (Dorato 87). Ordinarily this includes fixed control systems that

meet performance measure criteria for specified uncertainty bounds. Example linear

control algorithms used in the robot for posture control are included in the robot

architecture chapter of this work. More sophisticated controller analysis appears in

(Yoerger 85, 9(0) (Papoulias 89, 91) (Cristi 89) (Healey 89, 92b, 93, 94a) (Fossen 94)

and numerous other references. Adaptive control methods and application of machine

learning techniques to control are active areas of research (Goheen 87). This work is

of' particular interest given the paramount importance of vehicle stability despite any

potentially chaotic (nonlinear instulity) behavior which may emerge due to

unforeseen interactions between multiple active controllers. The ability to repeatedly

test controllers for yaw, depth, pitch, tracking and hovering while they are operating

simultaneously on vehicle hardware in real time in the laboratory is a tremendous

research tool provided by this model and the networked virtual world.

Although a tether is not ordinarily used on the NPS AUV, employment of a

[ether for power supply, task-level mission control or telemetry feedback can be very

useful during vehicle testing. Tethers can also be a good way to prepare for using

acoustic links, or to reliably test a vehicle in the open (, can prior to autonomous

control. It is important to note that the operational characteristics of remotely operated

vehicles are often dominated by tether dynamics. Incorporation of a tether injects

significant forces and moments into the equations of motion, but tether forces can be

realistically modeled (Abel 72) (Brancart 94) (Hover 94). Addition of a general tether

n11idel into this underwater vehicle hydrodynamics model is a valuable subject for

future work,

168



Modeling ocean waves and SLUlitC interaction., are alo Inteieting! are!as tot

future , ork. XIodcl ckUmplc\it\ i tanc', h on ,ip nph' ,muiold, to, ,,phi,,tic.ated

n1umerical mo1 ek obta'in t ti on r-, ,lc ýmpwitl pr, r.t; . .", -'i. ' •.ir, "t e'llpiriLal

OCC U [U gtiaphic da .ta i mpoin 14 i-,,,n ,..-,4 \lu,,,er B KIutlner, , I ,,realk

the principle ot ,cpermlio, n prit .AC a'h.. , rre:-a U eM ,,. , ;* Itch1led into the

hvd IFUd\iV ,1111.", I I I kd\ ,laIU .k . _1 Ir I -' 1, A 2 h.. - '" e, e. tN

C lOI UI • hI). I iC\ 0.1\ , , I, I \l n J\t .l ,. ' a. i utrC -,'.en , :,' tC;I

twimpotil iInttecrdtlon il,,.'rithrm )etetind .,l ,•,in, arndi p,,-;t', ,t ,.,,rtak t Itn ..iiýt lh

populated %i ttial 'A htld is I cparate ia.t\,C." IeCdAr,.h problem \.kit.l n e \tremel, higeh

degree of .'onliputatiolial c:onple\mov Ptoperir adapting the n drcxi n.anu.,, algrithul

to i1iclude rCalistitc coil iS101 ethtect,, can ht done m:eantrtgulk it performed in

conjunction with the morc general virtual world collision detection problem. This is

anlotheL important area ttir tuture research.

J. SUMMARY

The requirements fur a general networked underwater vehicle six

degree-of-freeciom hydrodynamics model are outlined for a robot connected to a

virtual world. An overall comparison of vehicle dynamics in other environments

shows that the underwater vehicle case is among the most difficult and crucial.

No rigorous general model was previously available from a single source which is

computationally suitable for real-time simulation of submerged vehicle hydrodynamics.

The primary intended contributions of the hydrodynamic model developed here are

clarity, correctness, generality, standardized nomenclature and suitability for real-time

simulation.
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Coordinate systems, variable definitions and coefficient nomenclature are

explicitly defined. Kinematics equations of motion reveal constraints between

representations in the body coordinate frame and world coordinate frame. Restrictions

on Euler angles when pointing vertically are examined. Defining the underwater

vehicle dynamics problem as a function of vehicle state vector and hydrodynamics

state vector provides precise specifications of algorithm inputs and outputs. Dynamics

equations of motion are derived in a form suitable for temporal integration in

real time. Dimensionless coefficient values are presented for the NPS AUV and

methods are discussed for determining coefficients of other vehicles. After extending

previous work, a full set of component dynamics equations of motion are presented,

including mass and inertia matrix determination. The dynamics equations of motion

are in a form suitable for most existing underwater vehicles. Techniques are

tCemon1stratcd for modifying these general equations to accommodate different vehicle

physical configurations. Since the equations are written to run in real time, it may be

computationally feasible to embed them in the robot execution logic as an onboard

hydrodynamics response predictor for improved physical control.

Quaternion methods are examined as a possible alternative to Euler angle

rcprescntations. The u:;e of Distributed Interactive Simulation (DIS) network protocols

for communication between virtual worlds imposes special considerations on the

hydrodynamic model. An object-oriented networked rigid body dynamics class

hicrarchy illuminates the design and implementation of the hydrodynamics model.

This class hierarchy may also be suitable for other types of networked vehicle models.

Simulation of virtual sensors, robust control, tether considerations, ocean surface

modeling and collisionwdetection are all examined as possible components of the

hydrodynamics model. Numerous considerations in these many areas are pointed out

as useful candidates for future research, with the expectation that each can be

implemented as compatible networked real-time extensions to the general underwater

vehicle dynamni. model.
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VII. GLOBALLY NETWORKED 3D GRAPHICS AND VIRTUAL WORLDS

A. INTRODUCTION

Three-dimensional interactive graphics are ordinarily concerned with

coordinating a handful of input devices while placing realistic renderings at fast frame

rates on a single screen. Networking permits connecting virtual worlds with

distributed models and completely diverse inputs/outputs on a truly global scale.

Giaphics and virtual world designers interested in large-scale interactions can now

consider thl world-wide Internet as a direct extension of their computer. A variety of

networking techniques can be combined with traditional interactive 3D graphics to

collectively provide almost unlimited connectivity. In particular, four component

services are proposed as being necessary and sufficient for virtual world networking:

reliable point-to-point socket communications, mnulticast communications protocols,

interaction protocols suich as the IEEE standard Distributed Interactive Simulation

(DIS) protocol, and World-Wide Web connectivity.

The key specifications for virtual world networking are t,,. pplication of

appropriate network protocols and careful consideration of bandwidth. Distribution of

virtual world components using point-to-point sockets enables upward scalability and

real-time response. Multihxst protocols permit moderately large bandwidths to be

efficiently shared by an unconstrained number of hosts. Applications developed for

the Multicast Backbone (MBone) permits open distribution of graphics, video, audio,

DIS and other streams worldwide in real time. The DIS protocol enables efficient live

interaction between mrnltiple entities in multiple virtual worlds. The coordinated use

of hypermedia servers and embedded World-Wide Web browsers allows virtual worlds

global input/output access to pertinent archived images, papers, datasets, software,

sound clips, text or any othcr computer-storable media. With these four network tools

integrated in virtual worlds, 3D computer graphics can be simultaneously available

anywhere.
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B. NETWORKING BENEFITS

The benefits of networking a virtual world are many and worth enumerating.

Any virtual world which attempts to model parts of the real world with nontrivial

complexity will soon outstrip the computational capabilities and real-time capacity of

any single computer. Heterogeneous processes need to be able to run oil heterogenous

processors, Massive archived datasets, sensor telemetry, component models, human

users and autonomous entities can connect to the virtual world from wherever where

they exist in the real world. This approach permits problem scalability, real-time

response and interoperability. It also enables economies of scale since the structure of

the virtual world can utilize an installed base of computers already connected to the

Internet which numbers over twenty million. Since knowledge resource archiving and

hurnan access to the Internet is growing phenomenally at a sustained exponential rate

of approximately 20% per month, virtual world design must address network

connectivity and access efficiency in scalable ways.

C. BANDWIDTH SPECIFICATIONS FOR VIRTUAL WORLD

NETWORKING

Three-dimension,, computer graphics and network communications are both

concerned with the delivery of information streams. In each case an all-encompassing

criteria is bandwidth. In computer graphics, bandwidth concerns are manifested by

frame rate, image size, level of detail, polygon culling and rendering complexity due

to lighting models, texturing etc. The intended net result is delivery of effective visual

information to a viewer. In networks, bandwidth is primarily measured by the

information capacity of a channel in kilobits per second (Kbps) and is also affected by

packet size, delivery latency, network loading, transport reliability and processor

capacity. The net result is delivery of a information stream to one or multiple

recipients.

It is useful to know the bandwidths of typical information streams since they can

vary widely. Uncompressed video bandwidth transmitted on a network can consume
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as much as 60 Mbps. A 320x240 pixel 8 bit color video or graphics window

reproduced by network video tool tnv requires 128 Kbps for 1-3 frames per second, or

256 Kbps for 3-5 frames per second, where effective frame rate varies inversely with

the number of pixels which vary from frame to frame. A telephone-quality audio

channel (300-330(0 Hz) requires 50-75 Kbps capacity depending upon the encoding

algorithm employed. A musical instrument digital interface (MIDI) stream requires

32 Kbps. A representative entity DIS posture stream requires about 1 Kbps.

One-time retrieval of data objects over the Internet has highly variable bandwidth

which is principally dependent on the capacity of respective host connections and

current intermediate network loading.

It is similarly important to know the capacity of various network connections.

Most local area networks use Ethernet which has a maximum bandwidth of 10 Mbps.

Fiber Distributed Data Interface (FDDI) is 100 Mbps. Microwave wireless bridges

used to connect LANs typically have a bandwidth capacity of I Mbps. Modems on

standard telephone lines can only support 2-20 Kbps. Typical fixed site connections to

the Internet are T1 at 1.5 Mbps, or T3 at 45-155 Mbps (depending on whether

electrical or optical signaling is used). Integrated services d'gital network (ISDN)

lines are becoming available to business and home users, with line capacities measured

in 64 or 128 Kbps increments up to a total of 1.5 Mbps. Frame Relay is a

commercially available switching technique that suppoits best-effort delivery and

variable-length data frames at bandwidths up to 2 Mbps. Broadband ISDN (BISDN)

refers to Asynchronous Transfer Mode (ATM) (also known as Cell Relay) which u=es

fixed length data cells for switching bandwidths up to gigabits per second. Depending

on contention-handling'techniques used by the corrsponding protocols, the effective

bandwidth of each link type listed above may only be 80-90% of the theoretical

maximumn before collisions and collision recovery becomes prohibitive.

In every case, these various network connections are only of practical use to

globally networked 3D graphics when they are compatible with the Internet Protocol

(IP) suite. Given current implementations and eventual standardization of IP over
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ATM (Armitage 94), IP compatibility exists for all of the listed connection types.

Relatively high frame rate graphics can be generated over the Internet by low-end

graphics workstations. Simultaneous duplication of graphics-related streams at both

high and low bandwidths is feasible and desirable to accommodate these various

bandwidth capacities. Duplicate imagery streams permits a variety of users to

participate interactively via nearly any of the network connections listed above.

1). TERMINOLOGY AND NETWORK LAYERS

The integration of networks with computer graphics and virtuai worlds occurs by

invoking underlying network functions from within applications. Figure 7.1 shows

OSI iP objects passed
between hosts

Application

Presentation Process / messages or streams
Applicaton

Session

Tranpor Transport transport protocol
j packets

Network } Internet EP datagrams

Data link-
Data___ i.Data link network-specific

Physical I frames

Figure 7.1 Correspondence between OSI and IP protocol layer models, and
objects passed between corresponding layers on separate hosts.
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how the seven layers of the well-known Open Systems interconnection (OSI) standard

network model generally correspond to the effective layers of the Internet Protocol

(IP) standard. Functional characteristic definitions of the IP layers follow in

Figure 7.2.

o Process/Application Layer. Applications invoke TCP/IP services, sending
and receiving messages or streams with other hosts. Delivery can be
intermittent or continuous.

o Transport Layer. Provide host-host packetized communication between
applications, using either reliable delivery connection-oriented TCP or
unreliable delivery connectionless UDP. Exchanges packets end-end with
other hosts.

"o Internet/Network Layer. Encapsulates packets with an IP datagram which
contains routing information, receives or ignores incoming datagrams as
appropriate from other hosts. Cheiks datagram validity, handles network
error and control messages.

"o Data Link Layer. Includes signaling and lowest level hardware functions,
exchanges network-specific data frames with other devices. Includes
capability to screen multicast packets by port number at the hardware level.

Figure 7.2. Summary of TCP/IP Internet layers functionality.

These diagrams and definitions are merely an overview but help illustrate the

logical relationship and relative expense of different network interactions. In general,

network operations consume proportionately more processor cycles at the higher

layers. Minimizing this computational burden is important for minimizing latency and

maintaining virtual world responsiveness.

Methods chosen for transfer of information must use either reliable

connection-oriented Transport Control Protocol (TCP) or nonguaranteed delivery

connectionless User Datagram Protocol (UDP). Each of these protocols is part of the

Transport layer. One of the two protocols is used as appropriate for the criticality and
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timeliness of the particular stream being distributed. Understanding the precise

characteristics of TCP, UDP and other protocols helps the virtual world designer

understand the strengths and weaknesses of each network tool employed. A great deal

more can be said about these and related topics. Since internetworking considerations

impact all components in a large scale virtual world, additional study of network

protocols and applications is highly recommended for virtual world designers.

Suggested references include (Internet 94) (Stallings 94) (Comer 91) and (Stevens 90).

E. USE OF SOCKETS FOR VIRTUAL WORLD COMMUNICATION

The most common use of interprocess communications (IPC) among graphics

and virtual world component processes is the socket. A socket is not a protocol but

rather an application program interface (API) for communication between processes on

different hosts (or a single host) via the network layer of the IP suite. Sockets provide

a mechanism for passing data that is either reliable connection-oriented stream

delivery, or nonguaranteed "best effort" connectionless datagram delivery. Interface

details may vary between operating systems but socket syntax remains compatible and

reasonably consistent on a variety of platforms.

Sockets originated with the Unix operating system as a way to make network

communications syntactically similar to input/output, file and other stream operations.

Implementing a connection-oriented socket usually requires three stages: open,

read/write and close. Such socket use is not symmetric since sockets follow a

client/serve, paradigm, where the server first opens a port and then waits for a client

process to connect so that reliable two-way communication can begin. Normally

sockets are used point to point between paired processes, such as tightly-coupled

distributed virtual world components.

Connectionless sockets differ in that the ultimate destination address of the client

need not be known by the server, with a corresponding lack of error detection and

error recovejy procedures to ensure reliablk. delivery. A connectionless approach is
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preferred when the data stream is continuous or in real time, since subsequent packets

will automatically supersede and replace previous lost packets.

Broadcast protocols for socket communication are sometimes useJ for

multiple-entity interaction, However such use is usually unacceptable due to

indiscriminate consumption of bandwidth and unnecessary demand on processor

cycles. The limitations of broadcast are the principal reasons for the current

bottleneck in simultaneous communications among many entities. By way of analogy,

consider the possibility that you were able to hear (and had to simultaneously listen to)

every person speaking in the building where you work. It would be impossible to

carry on any type of conversation since your ability to discriminate between speakers

and words would be completely overwhelmed. A similar scenario occurs when large

numbers of processes communicate indiscriminately via broadcast protocols: every

procmess must receive and interpret every communication at the highest layers of the iP

stack, and voluminous entity traffic produces a computational load that can eventually

overwhelm processor capacity. Occasionally broadcast can be useful oil a dedicated

local area network among specific virtual world components, or among a limited

number (dozens or perhaps a few hundreds) of entities. For large entity populations, it

is necessary to avoid broadcast protocols and instead utilize multicast protocols, in

order to logically partition the communication space and eliminate unnecessary

interactions (Macedonia 94b).

F. MULTICAST PROTOCOLS AND THE MULTICAST BACKBONE

(MBone)

IP multicasting is the transmission of IP datagrams to an unlimited number of

multicast-capable hosts which are connected by multicast-capable routers. Multicast

groups are specified by unique IP Class D addresses, which are identified by 11102 in

the high-order bits and correspond to Internet addresses 224.0.0.0 through

239.255.255.255. Hosts choose to join or leave multicast groups and subsequently

inform routers of their membership status. Of great significance is the fact that
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individual hosts coatrol which multicast groups they monitor by reconfiguring their

network interface hardware at the data link layer. Since datagrarns from unsubscribed

groups are ignored at the hardware interface, host computers can solely monitor and

process packets from groups of interest, remaining unburdened by other network traffic

(Comer 91) (Deering 89).

Multicasting has existed for several years on local area networks such as

Ethernet and Fiber Distributed Data Interface (FDDI). However, with Internet

Protocol multicast addressing at the network layer, group communication can be

established across the Internet. Since multicast streams are typically connectionless

UDP datagrams, there is no guaranteed delivery and lost packets stay lost. This

best-effort unreliable delivery behavior is actually desirable when streams are high

bandwidth and frequently recurring, in order to prevent network congestion and packet

collisions. Example multicast streams include video, graphics, audio and DIS.

The ability of a single multicast packet to connect with every host on a local

area network is good since it minimizes the overall bandwidth needed for large-scale

communication. Note however that the same multicast packet is ordinarily prevented

from crossing network boundaries such ais routers. If a multicast stream that can touch

every workstation were able to jump from network to network without restriction,

topological loops might cause the entire Internet to become saturated by such streams.

Routing controls are necessary to prevent such a disaster, and are provided by the

recommended multicast standard (Deering 89) and other experimental stanrlards.

Collectively the resulting internetwork of communicating multicast networks is called

the Multicast Backbone (MBone).

The MBone is a virtual network since it shares the same physical media as the

Internet. A specially configured set of multicast-capabl, routers (mrouters) enables

multicast packets to reach networks that have anranged for multicast connectivity.

These mrouters can be upgraded commercial routers, or dedicated workstations

running with modified kernels in parallel with standard routers. They are augmented

by "tunneling," a scherne to encapsulate and forward multicast packets among the
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islands of MBone subnets through Internet WP routers that do not yet support IP

multicast. The net effect of each routing scheme is identical for end users and

applications: they can send and receive continuous multicast data streams throughout

the MBone. and thus most of the tnternet.

The MBone controls multicast packet distribution across the Internet in two

ways: multicast packet hops through routers can be limited at the source using an

attached time-to-live parameter, and sophisticated experimental mrouter pruning

algorithms can adaptively restrict multicast transmission. Network administrators can

also logically constrain the threshold capacity of ,nulticast routes to avoid overloading

physical link capacity. Multicast packet truncation is performed by decrementing the

time-to-live (ttl) field each time the packet passes though an mrouter. A ttl value of

16 might logically limit a multicast stream to a campus, as opposed to values of 127

or 255 which might send a multicast stream to every subnet on the MBone (currentdy

about 15 countries). A ttl field is sometimes decremented by large values under a

global thresholding scheme provided to limit multicasts to sites and regions if desired.

Improved real-time delivery schemes are also being evaluated using the

Real-time Transport Protocol (RTP) which is eventually expected to work

independently of TCP and UDP (Schulzrinne 93). Other real-time protocols are also

under development. The end result available today is that even with a time-critical

application such as an audio tool, participants normally perceive conversations as if

they are in ordinary real time. This behavior is possible because there is actually a

small buffering delay to synchronize and resequence the arriving voice packets.

Research efforts on real-time protocols and numerous related issues are ongoing, since

every bottleneck conqufered results in a new bottleneck revealed.

The MBone community must manage the MBone topology and the scheduling of

multicast sessions to minimize congestion. Currently over 1500 subnets are connected

worldwide. Topology changes for new nodes are added by consensus: a new site

announces itself to the MBone mail list, and the nearest potential providers decide who

can establish the most logical connection path to minimize regional Internet loading.
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Scheduling MBone events is handled similarly. Special programs are announced in

advance on an electronic mail list. Advance announcements usually prevent

overloaded scheduling of Internet-wide events and alert potential participants.

Cooperation is key. Newcomers are often surprised to learn that no single person or

authority Is "in charge" of either topology changes or event scheduling. Figure 7.3

shows a typical session directory (sd) list of programs available on the MBone.

J3d

LBLS.~Bgon ~iroctory v1.14
brutzman~fIstchi.cs.nps~navy.rnII

GO ES-7 VIS
Internet Town Hall
MBARI ROV Video
M~ons Aw~diu
maone IVS
Marie Video
1AETEOSAT imagqs

OponField Sound Environment
ISTS -66 Audi*
STS -66 Video

N............u .................UUn rw m . Iiv.............
virtual world. See

90111W.'. u.. c~nnalvy.muipubiaauvuvw.htnmi tar

o2241231.39, al 12T
iLittirno: irom 1O00 PST until 10:30 PST
Nedi.: au 104211/574, vld*964OWO4142i,

wh~leboamkt~6iO7J5S24 (arisrt: 4im-suv-uyw)I
lCresatd by brulzman@IIetch.ceanps.navy."i

;Announced by this host since 09!16 PST,

Opi Now Edt js*ý Qi

Figure 7.3 Session directory (sd) programns available on the MiBone.
Note DIS packets for NPS AUV Underwater Virtual World are sent
over the whiteboard address (orientation: dis-auv-uvw).

Note session specifications in the advertisement window are used to "autwomatically

launch and connect video, audio, whiteboard, and DIS-cornpatible graphics viewer

applications.

The N4one community is active and open. Work on tools, protocols, standards,

applications, and events is vt-ry much a cooperative and international effort. Such

cooperation is essential due to the limited bandwidth of many networks, particularly
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transoceanic links. So far, no hierarchical scheme has been necessary for resolving

potentially contentious issues such as topology changes or event scheduling.

Interestingly, distributed problem solving and decision making has worked on a human

level just as successfully as on the network irotocol level. Hopefully this

decentralized approach will continue to be successful, even with the rapid addition of

new users (Macedonia, Brutzman 94).

(s. DISTRIBUTED INTERACTIVE SIMULATION (DIS) PROTOCOL

USAGE

The Distributed Interactive Simulation (DIS) protocol is an IEEE standard for

communication among entities in distributed simulations (IEEE 93, 94a, 94b).

Although initial development was driven by the needs of military users, the protocol

formally specifies the communication of physical interactions by any type of physical

entity and is well-suited for general use. Information is exchanged using protocol data

units (PDUs) which are defined for a large number of interaction types.

Multicast and broadcast DIS implementations are freely available and have been

successfully utilized in real-time virtual battlefield exercises containing hundreds of

active human and autonomous entities (Zeswitz 93) (Pratt 93, 94a) (Zyda 93b).

Exploiting the features of multicast to logically partition DIS interactions in a manner

simrilar to real world interactions is expected to permit scaling up virtual worlds to

include 10,000 or more players (Macedonia 95a, 95b, 95c).

The principal PDU type is the Entity State PDU. This PDU encapsulates the

position and posture of a given entity at a given time, along with linear and angular

velocities and accelerations. Special components of an entity such as the orientation

of rnoving parts can also be included in the PDU as articulated parameters. A full set

of identifying characteristics can uniquely and completely specify the originating

entity. A variety of dead reckoning algorithms permits computationally efficient

projection of entity posture by listening hosts. Several dozen additional PDU types are
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also defined for simulation management, sensor or weapon interaction, signals, radio

communications, collision detection and logistics support.

Of particular interest to virtual world designers is an optionally-addressable open

format message PDU type. Message PDUs allow user-specified extensions to the DIS

standard. Such flexibility coupled with the efficiency of Internet-wide multicast

delivery permits extension of the object-oriented message-passing paradigm to a

distributed system of essentially unlimited scale. Of related interest is ongoing

research by the Linda project into the use of "tuples" as the communications unit for

logical entity interaction (Gelernter 92a, 92b) (Carriero 90). It is reasonable to expect

that free-format DIS message PDUs might also provide remote distributed connectivity

resembling that of tuples to any information site on the Internet, further extended by

using mechanisms which already exist for the World-Wide Web. This is a promising

area for future work.

H. INTERNET-WIDE DISTRIBUTED HYPERMEDIA VIA THE

WORLD-WIDE WEB (WWW)

The World-Wide Web (WWW) project has been defined as a "wide-area

hypermedia information retrieval initiative aiming to give universal access to a large

universe of documents" (Hughes 94). Fundamentally the WWW combines a name

space consisting of any information store available on the Internet with a broad set of

retrieval clients and servers, a)l of which can be connected by easily-defined hypertext

markup language (,html) multimedia links. This globally-accessible combination of

media, client programs, servers and hyperlinks can be conveniently utilized by humans

or autonomous entities. The Web has fundamentally shifted the nature of information

storage, access and retrieval (Berners-Lee 94a, 94b) (Hughes 94) (Vetter 94).

Universal Resource Locators (URLs) are a key WWW innovation (Figure 7.4).

A block of information might contain text, document, image, sound clip, video clip,

executable program, archived dataset or arbitrary stream. If that block of information

exists on the Internet, it can be uniquely identified by host machine IP address,
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ftp.//taurus. cs. nps. navy. mi Vpub/auv/auv. html
L .! I ... 1 1 i t 1

Internet host name or number filename witlh
extension for
MIME media

type

remote server connection type publicly
(e.g. http, gopher, ftp, telnet etc.) accessible

subdirectory

Figure 7.4. Example Universal Resource Locator (URL) components.

publicly visible local directory, local file name, and type of client needed for retrieval

(such as anonymous ftp, hypertext browser or gopher). Ordinarily the local file name

also includes an extension which identifies the media type (such as .ps for PostScript

file or .rgb for an image). File type extensions are ordinarily specified by

Multipurpose Internet Mail Extensions (MIME) (Borenstein 93). Thus the URL

completely specifies everything needed to retrieve any type of electronic information

resource. Example URLs appear in the list of references, e.g. (Hughes 94).

If one considers the evolving nature of the global information infrastructure, it is

clear that there is no shortage of basic information. Quite the opposite is true. Merely

by reading the New York Times daily, any individual can have more information about

the world than was available to any world leader throughout most of human history!

Multiply that single information stream by the millions of other information sources

becoming openly available on the Internet, and it is clear that we do not lack content.

Mountains of content have become accessible. What is needed now is context some
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way to locate and retrieve related pieces of information or knowledge that a user needs

ini a timely fashion.

The World-Wide Web provides an open and easy way for any individual to

provide context for the mass of content available on the Internet. Foý- virtual world

designers this is a particularly inviting capability. Virtual worlds are intended to

model or extend the real world (Zyda 93a). Access to any media available world-wide

can now be embedded in virtual worlds, enabling much greater realism and timeliness

for virtual world inputs.

What about scaling up? Fortunately there already exists a model for this

growing mountain of information conteit: the real world. Virtual worlds can address

the context issue by providing information links similar to those that exist in our

understanding of the real world. Furthermore, the structure and scope of a virtual

world relationships can be dynamicly extended by passing WWW references over

multicast network channels (e.g. as a DIS message PDU). This efficient distribution

of information lets any remote user or component in a virtual world participate and

interact in increasingly meaningful ways.

Extensions to the. World-Wide Web to support globally distributed virtual reality

and virtual world functionality are the subject of active investigation (Pesce 94). A

Virtual Reality Modeling Language (VRML) specification and implementation is being

developed by a large and informal working group (Bell 94). This group hopes to

produce public browsers for the exploration of easily and consistently defined virtual

worlds. The key components of VRML are likely to be a scene description language

(e.g. modified Open Inventor file format), existing World-Wide Web functionality

(e.g. .html), and entity "behavior descriptions (e.g. Open Inventor engines), augmented

by multicast conmmunications (e.g. MBone) and active entity interaction protocols

(e.g. DIS).
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I. NETWORK APPLICATION IMPLEMENTATION EXAMPLES

Examples of the networked communication methods discussed here have been

implemented in a distributed underwater virtual world, designed to support a single

networked autonomous underwater robot while permitting any number of human

observers. Remote participants use 3D real-time interactive computer graphics as a

window into the underwater virtual world. Robot to virtual world communications are

performed using a reliable stream socket. The virtual world provides real-time

physically-based modeling of six degree-of-freedom vehicle hydrodynamics and sonar.

Vehicle position and posture are output using multicast DIS 2.0.3 entity state PDUs.

Remote graphics viewers can receive PDUs from any location on the MBone to render

robot motion and virtual world interaction, again in real time, seen from whateve'

viewpoint each individual user might choose. Graphics windows and audio can also

be multicast using standard MBone video and voice applications. A diagram of virtual

world communication flows appears in Figure 7.5.

On the fly text-to-speech data sonification is provided using a WWVW client

which relays mission script commands to a sound server in the Netherlands

(Belinfante 94). That remote sound server parses arbitrary text strings into phonemes

and then generates a corresponding audio file, which is returned to the virtual world

for local play. Text-to-speech sound queries are played and saved locally using a

filename matching the original text, ensuring that network bandwidth consumption is

minimized during repetitive queries.

A WWW home page provides free access to source code, binary executable

programs, installation and help guides, reference papers and pertinent images to

anyone with Internet access (Brutzman 94a, 94b, 94e). Modifications to the standard

MBone session directory configuration file are also provided which enable remote

MBone users to participate using the graphics viewer, DIS communications, default

video stream, virtual world audio output and Mosaic display of the virtual world home

page. All of these applications can be launched in concert with the click of a single

button on the MBone session directory. As participation in remote virtual worlds
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approaches the ease of use of a telephone, collaboration and participation in computer

graphics-enhanced virtual worlds are expected to grow dramatically

(Brutzman 94c, 94d) (Rhyne 94).

It is perhaps startling to hear someone say, "Here is an interactive multimedia

television station that you can use to send out computer graphics and virtual world

interactions between your desktop and the world." These are powerful concepts and

powerful tools that extend our ability to communicate and collaborate tremendously.

J. SUMMARY AND FUTURE WORK

Four network components are proposed as being sufficient for global-distributed

virtual world networking: sockets, multicast communications protocols, the

Distributed Interactive Simulation (DIS) protocol and World-Wide Web connectivity.

Sockets are best used for direct communication among tightly-coupled virtual world

components and not for participants. Multicast protocols and the MBone provide

efficient Internet-wide distribution of graphics, video, audio and DIS entity state

information in a way that permits scaling up to very large numbers of active

participants. DIS provides well-defined and standardized ways for physical interaction

communications among multiple distributed entities in real time. The World-Wide

Web enables virtual worlds to utilize as much of the real world as can be connected to

the Internet, both as inputs and outputs.

A myriad of opportunities previously considered impossible are now becoming

accessible. MBone, DIS and the World-Wide Web are changing the fundamental

nature of the Internet. A distributed approach works both on a human level and a

technical level. Scientific collaboration, shared experiences, simulation, training,

education, virtual environments, high-bandwidth networkecs graphics, remote presence

and telerobotics are all affected by these capabilities. Implementation (f these

concepts in an underwater virtual world has demonstrated their feasibility and value,

Open access to any type of live or archived information resource is available for

use by individuals, programs, collaborative groups and even robots. Virtual worlds are
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a natural way to provide order and context to these massive amounts of information.

World-wide collaboration works, both for people and machines. Finally, the network

is more than a computer, and even more than your computer. The network becomes

our computer as we learn how to share resouices, collaborate and interact on a global

sale.
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VIII. SONAR MODELING AND VISUALIZATION

A. INTRODUCTION

This chapter describes the role of sonar modeling and sonar visualization in an

underwater virtual world. The potentially significant effects of sound speed profile

(SSP) on sound ray paths in the ocean are briefly examined, and example SSP plots

are presented showing component measurements and possible ray path variations.

Differences in sensor modalities and difficulties in forming mental models provide

motivation for utilizing scientific visualization techniques to graphically render sonar.

The necessity for a real-time sonar model makes the RRA algorithm (Ziomek 93, 94)

appear to be a desirable choice based on offline results. Since short-range models are

the most time-critical sonar application, an example geometric sonar model is

presented for the NPS AUV test tank. A discussion of sonar parameter and graphics

rendering considerations for sonar visualization is presented along with preliminary

rendering examples. A great deal of important future work is possible in this area.

B. SOUND SPEED PROFILE (SSP)

The behavior of sound waves in the ocean is highly variable, Sound waves

"bend" as they travel, away from the direction of higher sound speed and toward the

direction of lower sound speed. This is an example of Snell's Law within a

continuously varying medium. Since this bending may cause significant sound wave

path changes, and since it does not occur uniformly over a wave front, the travel of

sound through the ocean is highly nonlinear.

The primary factor influencing sound path is the sound speed profile (SSP).

Water depth and bottom type can also have significant effects. Descriptions of SSP,

water depth and bottom type effects on sound propagation are described in detail in

(Etter 91) (Urick 83). Sound may be bent towards the bottom or surface, reflect off
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bottom or surface, be masked at certain depths by "shadow zones," travel for long

ranges via convergence zones, or remain trapped in a deep sound channel.

The many ways that sound can travel in the ocean is highly variable. Assuming

knowledge of local bathymetry, the primary information needed for sonar prediction is

the SSP. Fhree factors control local sound speed: salinity, temperature and pressure.

These parameters can be determined by measuring conductivity, temperature and

density (each versus depth) directly in the water column. Empirical formulas have

been determined which utilize conductivity, temperature and density to calculate sound

speed. Typical SSP datasets are noisy and highly redundant, and large SSPs may be

subsampled, smoothed or represented by polynomial approximations for computational

tractability, Figure 8.1 shows a typical SSP plot taken from deep water in Monterey

Bay in September 1990 along with component conductivity, temperature and density

contributions (Rosenfeld 94). Figure Figure 8.2 shows the large possible variations in

effects of an example SSP on ray paths, calculated by the RRA algorithm for a set of

rays initially separated by only 0.40.
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Figure 8.1 Representative sound speed profile (SSP) plot. Includes component
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(Rosenfeld 93).
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Figure 8.2. Example Recursive Ray Acoustics (RRLA) algorithm plot showing
sound ray bending due to sound speed profile (SSP) and bathymnetry.
Initial vertical orientation difference between rays is only 0,40

(Ziomek 93).

C. MENTAL MODELS AND SCIENTIFIC VISUALIZATION

CONSIDERATIONS

The modalities of sonax sensing are much different from that of vision. For

active sonar, ranges are measured by the time difference between pulse transmission

and return detection. Multiplication of this time difference by the speed of sound in

water provides a very accur'ate range estimate, For passive sonar, ranges to an object

producing sound are n6t directly calculable but can sometimes be deduced by

maneuvering and geometric analysis. For both active and passive sonars, bearings are

typically accurate only within a few degrees. In contrast, vision techniques typically

provide very accurate bearings with approximate ranges. As a result, perception

algorithms based on range data and approximate bearing data are counterintuitive.

Combined with the complexity of sound travel, it is difficult for individuals to
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visualize and conceptualize underwater sonar effectively. Sonar operators on

submarines typically need a year of schooling and experience to qualify before their

mental models become sufficiently familiar to permit unsupervised watchstanding

(Brutzman 93b).

it is rcasonably conjectured that improved sonar visualization can dramatically

improve an individual's ability to understand the intricacies of sonar behavior. It is

within current computational capabilities to calculate the physical path taken by sound

through a highly variable sonar environment. Rendering the results using 3D

computer graphics can provide useful feedback to human observers regarding sonar

performance. Such feedback can enable the production of effective analysis and

classification algorithms suitable for real-time autonomous use by AUVs

(Brutzman 92a, 92e) (Compton 92).

D. REAL-TIME SONAR MODEL RESPONSE AND THE

RECURSIVE RAY ACOUSTICS (RRA) ALGORITHM

As previously described in (Etter 91, 92) a great variety of sonar models exist,

but unfortunately most are restricted to highly specific environmental domains.

Additionally most sonar models are computationally expensive and are thus unsuitable

for real-time performance. Implementation of an AUV sonar model within an

underwater virtual world requires real-time response. Multiple model simultaneous

real-time response in the virtual world can be accomplished through distribution on

multiple processors if necessary. In practice at a 10 Hz rate, multiple processor

distribution has not been necessary for the core models interacting directly with the

AUV.

Interestingly, the speed of sound in water is relatively slow (typically

1650 yards/sec) compared to the speed of light in air. For active sonars, time of ping

travel corresponds to twice the range to target plus any changes due to r'lative vehicle

motion. "Phis implies that approximately one second of processing time can be

available for calculating each 800 yards of active sonar travel. Given that effective
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sonar ranges can be 1(0 miles or greater in distance, a great deal of computer time may

be available for sonar calculations in tactical situations. In offline experiments,

implementations of the RRA algorithm have demonstrated adequate coniputational

performance. It is expected that implernentation and integration of the RRA algorithm

as an online model for active or passive sonar will meet all underwater virtual world

timing requirements.

I,. AN EXAMPLE G )EOMETRIC SONAR MODEL

At short ranges, timing requirements can be critical. Fortunately at shorter

ranges the effects of SSP on sound wave bending are negligible. Rapid calculation of

sonar respons, at short ranges is possible through application of computational

geomeu-y techniques. An example geometric sonar model for the 20 ft by 20 ft

NPS AUV test tank has been constructed which demonstrates adequate real-time

response in this worst case scenario. The geometric model is capable of 10 Hz

response without parallelization. A diagram of tank geometry appears in Figure 8.3.

A graphics rendering of the NPS AUV ST-1000 sonar in the test tank as calculated by

this model follows in Figure 8.4.

The following formulae are used to calculate the coordinates of the sonar echo

return (Re, R,) based on sonar location (S., S,) and sonar orientation 'o,,,. The

precede Boolean operator (-<) returns TRUE if the first angle precedes the second

angle by less than 1980, expressed algebraically as follows:

(a -< P I (nommae2 (0 - a) > O} (8.1)

As previously defined in Chapter IV, normalize2 (angle) normalizes an angle to the

range (-7r/2..r/2].

For sonar-relative quadrant I (SA -< Wo,, -< SB):

R,= 10 (8.2)

= S Y+ sin94 (10 - S.)
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Figure 8.3. NPS AUV test tank geometry.

For sonar-relative quadrant II (SB -< -< SC):

R, = S - si (,r,,, -90°) (10 - SY) (8.3)
RY = 10

For sonar-relative quadrant III (SC -< xo. < SD):

'K, = -IV (8.4)
xY = SY - sin(*,,,.- 180°) (10 + (.)
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Figure 8.4. Sonar pointing towards test tank wall, as seen from behind AUV.

For sonar-relative quadrant IV (SD < . SA):

Rx= Sx + sin(qrsoo +90°) (10 + Sy) (8.5)
R= -10

Sonar offset coordinates (S,, S,) can be calculated from vehicle

coordinates (V.,, VY) using vehicle orientation Nf as follows:

S" = ýV + cos(xr) (xn,,uina sonar oltet) (8.6)

S = Vy + sin(M) (xlogitudin sonar offset

196



Sonar range is determined using the Pythagorean theorem:

sonar range = V(R,,- S-)2 + (RY - SY)2 (8.7)

Development of individual geometric models for the large variety of objects

populating a virtual world can be prohibitively laborious. For short and intermediate

ranges, this problem is a variation of the virtual world collision detection problem

which is solvable in real time for terrain and hundreds of objects (Pratt 93).

Computationally efficient collision detection is the subject of active research for larger

worlds (such as architectural ship design models) consisting of hundreds of thousands

of objects (Zyda 93a). In an underwater environment the density of active entities is

typically sparse, and sonar interactions are primarily concerned with terrain and a

relatively small number of mobile entities. Thus geometric model switching

corresponding to areas of interest in the underwater virtual world is a feasible

approach.

Interestingly, graphics toolkits such as Open Inventor provide mechanisms for

querying the scene database to determine ray intersection points (Wernecke 94a).

Conceivably, the same scene database which is used to render the population of

objects in the virtual world can also be used for sonar "collision" detection, perhaps

independently of graphics rendering. This is a promising approach for automatic

determination of sonar detections which is independent of the geometry of individual

objects in the virtual world. Such an approach is also highly scalable through

reasonably efficient construction or optimization of scene databases.

F. SONAR RENDERING FOR VISUALIZATION

Sonar data has high dimensionality and ordinarily is difficult to visualize.

Scientific visualization methods specialize in the selective, application of various

graphical rendering techniques to extract the maximum possible information out of
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large and abstract datasets (Keller 93). Scientific visualization is therefore a direct

example of a guiding precept in computer science:

The purpose of computing is insight, not numbers. (Hamming 86)

A great many possibilities for sonar visualization present themselves. A

preliminary consideration of sonar parameters and computer graphics attributes reveals

a large number of relatively orthogonal characteristic parameters and primitive

rendering operations. They are listed in Figure 8.5. Key criteria when rendering sonar

Sonar Parameters Rendering Techniiques

sound pressure level (SPL) color variations
depth intensity
absolute range of travel transparency
downstream horizontal range illumination
slant range directional lights
signal excess for detection individual rays
phase wave fronts versus ray groups
pitch angle density of ray bundles
target intersection fog
history of previous returns animation
SSP variations in temperature, volume visualization techniques

salinity, pressure blur
attenuation by absorption, data smoothing

scattering, spreading data enhancement/interpolation
pulse width data sonification
frequency and doppler shift loading and modifying images
background noise, biologics, previously rendered offline

interference

Figure 8.5. Preliminary listing of orthogonal sonar parameters and L rthogonal
computer graphics rendering techniques for scientific visualization.

data must include the ability to focus on individual parameters of tactical interest,

matching orthogonal parameters to rendering techniques which are not mutually

interfering, real-time response corresponding to short or long sonar ranges, animation
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of spatial or temporal changes, and selectable user control of either visualization

primitives or sonar parameters of interest.

As a rudimentary example of sonar-related visualization, a rendering of SSP data

appears in Figure 8.6. Formal application of scientific visualization techniques to

sonar rendering is a promising topic for future work. It is likely that best results will

be obtained by using sonar data structures which are equally suitable for online

representation in the virtual world and offline rendering using visualization toolkits.

G. SUMMARY AND FUTURE WORK

Sonar modeling and sonar visualization are crucial components in an underwater

virtual world for an autonomous underwater vehicle. Accurate real-time sonar

modeling is necessary to produce realistic sensor interactions with the vehicle.

Visualization is necessary for robot designers to create mental models of the often

counterintuitive performance of sonar in highly variable ocean environments. Such

mental models are of proven benefit when designing and evaluating robot sensing

algorithms. SSP effects and an example geometric sonar model are also examined.

Promising areas for future work are dependent on successful incorporation of a

general sonar model (or models) into the underwater virtual world. The

RRA algorithm shows strong potential for rapid and accurate generation of sonar rays

in real time. Additional work includes the formal use of scientific visualization

techniques to match up typically orthogonal properties of sonar response to typically

orthogonal rendering methods. It is expected that user control of parameters and

combined offline/cnline algorithm analysis will be necessary for best results.
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Figure 8.6. Example graphics visualization of subsampled Sound Speed Profile
(SSP). Sound speed is mapped to cylinder color at intervals
proportional to local depth, producing a 3D information icon.
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IX. EXPERIMENTAL RESULTS

A. INTR()DUCTION

Experimental testing is essential to producing realistic response in a virtual

world. Real world behavior can be predicted and analyzed in the laboratory by

running tests which exercise all vehicle systems, and by reproducing mission scenarios

which are used in the real world. Since no such thing as adcompletely benign AUV

test environment exists in the real world, laboratory virtual world testing is essential

and can o ercome impediments associated with the use of tethers and acoustic

telemeuty. Repeatability of results and statistical co:trol of sensor errors enable tests

and machine learning algorithms which are not feasible in the real world. Duplication

of at-sea test results in the laboratory can serve as validation of virtual world

functionality, at least as is seen from a robot perspective.

An extended laboratory test mission is examined to illustrate how hydrodynamics

respclse is highly complex and requires detailed analysis. Network response is also

evuluated for several experiments that utilized the Internet-wide Multicast Backbone

MBone). Network parameters of greatest interest are temporal laten .y, bandwidth

.equirenients, and suitability for large-scale distributed simulation.

B. PREDICTING AND ANALYZING REAL-WORLD BEHAVIOR IN THE

LABORATORY

The key to producing reliable robot software is repeated testing. There are many

reasons why risk-free end-to-end testing of all systems aboard an AUV is rarely

possible. Leaks can occur in shallow or deep water. Vehicle hydrodynamics response

is complex and is also crucial to understanding physical behavior. The many effects

involved in underwater motion make accurate posture response an essential

prerequisite for meaningful testing of vehicle control algorithms and intelligent corinol

architectures. Underwater vehicles contain too many fragile components to "navigate
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by collision" as some indoor robots do. Underwater sonar range sensors do not

operate in air. Underwater vehicles are usually very heavy, and test stand mountings

"with multiple degrees of freedom are impractical.

Repeated testing using a tether for remote monitoring and emergency

intervention is an effective test technique when preparing for open-ocean autonomous

missions (Brancart 94) (Pappas 91). Unfortunately tethers induce significant drag

effects, and tether management either requires very expensive tether control systems or

continuous human supervision. Acoustic telemetry can free the vehicle from these

impediments, but acoustic communications are always prey to intermittent loss due to

factors such as multipath arrival, masking, attenuation, and sound wave propagation

away from source or receiver. Deployment and recovery of vehicles in the water is

always costly and time-consuming, liniting the scope of test programs. In-water

results are usually nonrepeatable due to changing conditions or lack of time. This

inability to reliably repeat tests on demand greatly complicates software engineering

tasks such as debugging, algorithrn tuning, and logic verification.

Laboratory testing using a virtual world can produce repeatable results that are

based on realistic hydrodynamics response and realistic sonar predictions. Laboratory

tests can attempt to replicate in-water results as a means of tuning models to more

accurately represent the real world. Since a virtual world includes everything normally

detectable by the robot in the real world, a virtual world can be validated by identical

robot operation in identical scenarios in either world. In a sense this serves as a kind

of Turing test for the virtual world: if robot operation is identical in the real world

and the virtual world, then the virtual world is functionally equivalent to the real

world. In practice, stnrill differences are usually expected which always need to be fed

back into tuning virtual world component models more exactly. Note that the

,.ophistication of this approach will likely lead to more rigorous consideration of

interactions among multiple models which is impossible using standalone simulations.

As virtual world component models become more reliable and robust, vehicle

deviations from predicted behavior in the real world will be less frequent. A robot can
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be programmed to recognize and measure such deviations, eventually automating many

details regarding model error detection and correction. Embedding virtual world

models as predictors in robot control logic will lead to robust failure diagnosis and

correction schemes, perhaps coupled with machine learning techniques for greater

generality.

A significant advantage of laboratory testing over real world testing is the ability

to eliminate oi- statistically control error deviations in sensor measurements. Usually

robot designers need first to test their programs under perfect conditions to

demonstrate correctness, and then test again under error-prone conditions to

demonstrate robustness. Setting error distributions of sonars or inertial measurement

devices permits statistical analysis of arbitrary measures of effectiveness (MOEs) for

la'ge numbers of replications. Such testing is useful for determining overall system

effectiveness over a range of operating conditions, and also enables machine learning

techniques based on massive repetitive training.

Validation and verification of underwater virtual world models for dynanics and

sonar needs to be an ongoing part of any AUV research and development program,

The complexity and subtlety of these large models means that multiple effects may

contribute to a given response, and any change to a hydrodynanic coefficient may

ripple through the model with unexpected side effects. A set of standardized vehicle

missions and documented responses needs to be duplicated and compared in the virtual

world whenever such model changes occur. This process also is a likely candidate for

automation as model reliability improves.

Verification Validation and Accreditation (VV & A) is a set of methodologies

concerned with showirfg that simulation models are correct representations of reality.

Some key terms follow:

Verification: Substantiation that the computer program implementation of a
conceptual model is correct and performs as intended. (Kneppell 93)
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" Validation: Substantiation that a computer model, within its domain of
applicability, possesses a satisfactory raage of accuracy consistent with the
intended applicatioii of the model. (Kneppell 93)

" Accreditation: official determination that the model and program are valid
enough.

Confidence assessments can be performed to assess the credibility of a

simulation. Detailed methodologies have been developed for conducting such

assessments (Kneppel 93) (Law, Kelton 91). All aspects of a simulation are evaluated

including level of detail, scope of intended use, fidelity, granularity, data verification,

constraining assumlptions and model validity. Concerns specific to

hadwarc-in-the-loop simulations include timing constraints, information exchange and

systenl integrationi. While operational tests are considered to be of greatest importance

in validation and verification, overall confidence assessments remain a value

judgement determined by extensive evaluation of all aspects of a simulation. As with

many software engineering practices, formal approaches to verification and validation

are of greatest value in ensuring correct design and implementation. Accreditation is

expected to be a future issue for models and virtual worlds used by the

U.S. Department of Defense (DoD), but current accreditation policies are immature

and not applicable to this project. Reconmnended future work for this and other virtual

worlds is performnance of a fornmal independent validation and verification confidence

assessment in accordance with (Kneppel 93). Such an assessment might uncover

inadvertently-missing virtual world components, and can also help establish a rigorous

theoretical definition of the formal requirements needed for globally networked

large-scale virtual worlds.

C. SIMULATION RUN ANALYSIS: mission.script.siggraph

A great number of execution level mission scripts have been developed to test

the inany facets of the hydrodynamics model, There is a rich set of execution level

script commands available, any of which can be provided via command file

mn,'siosn.script or by the user via keyboard. The execution level script command
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language is also designed to serve as application communications protocol between the

real-time execution level and supervising tactical level. Syntax of the script command

language appears in (Brutzman 94e). In general these simple commands are similar to

those which might be given by a diving officer on a submarine, with the addition of

wayp•oint following and hovering behaviors.

Comprehensive analysis of numerous detailed hydrodynamics variable plots is

difficult to perfoim but remains essential when verifying quantitative robot and model

performnance. Hlowever, intuitive observation and qualitative evaluation of missions is

not po)ssible without a 3D real-time graphics viewer. The value of such a viewer

cannot be overemphasized. Subtle (and occasionally gross) vehicle events are often

not noticeable on the telemetry plots until the user recognition has been cued by the

graphics viewer. In most work on hydrodynamics, plots are the only way to formally

evaluate performance. Plots still serve an essential function in qualitative analysis, but

integration of a live 3D real-time viewer means that users are no longer required %.o

mentally integrate dozens of temporal response curves while attempting to visualize

true vehicle behavior.

The most comprehensive robot hydrodynamics test provided in this work is the

"SIGGRAPIT" mission file (mnission.scril)tsig graph), which was used repeatedly during

the presentation of the underwater virtual world at the SIGGRAPH 94 conference

(Brutzman 94b). The mission script appears in Figure 9.1. A time log of mission

o~utput o)rders appears in Figure 9.2. Twenty plots examining vehicle-environment

hydrodynamic interaction follow (Figure 9.3 through Figure 9.22). These plots are

automatically produced from robot mission telemetry and can be generated for any

robot mission (Brutzman 94e). Essentially these plots show the temporal relationships

among three dozen key hydrodyna-mic variables throughout a mission. A large number

of additional test rmissions focused on specific robot-environment interactions are

provided with the underwater virtual world distribution (Brutzman 94e). The

SIGGRAI'H mission vehicle behavior plots which follow have been manually verified
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using hydrodynmrnics coefficients and similar test results produced by earlier

NPS AUV hydrodynamics theses (Warner 91) (Bahrke 92) (Torsiello 94).
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# . still going deep depth 4
# Hello SIGGRAPHI wait 20 wait 5

* almost There, hang on # vehicle hydrodynamics
4 This is a mission wait 25 are
script # coupled in six degrees
# for the * at depth of freedom
4 N P S Autonomous # change course wait 5
Uinderwater Vehicle

course 090 * please note that
wait 10 # vehicle instability

# your mission is # is very possible
# siggraph test # stabilizing depth # ,,,,

# during course change
wait 10 wait 10

mission. script. siggraph * lateral thruster * rudder spiral
S,,,, control rudder -12

# we are having sone wait 10
fun! lateral 2

0 feet per second 4 wow this is hardl
# ,,,, wait 3 seconds * ,,,,
4 Graphics rendering wait 10
uses Open Inventor lateral -2

f from Silicon Graphics 0 feet per second # we are spiraling up to
''I G I wait 3 the surface
4 .... wait 23

lateral 0
# D I S multicast * no more lateral # at the surface
version 2 0 3 movement thrusters-on
# from the course 090
* Naval Postgraduate RUDDER 0 wait 10
School
* ,,,l heading 20 # moving back above the

wait 5 pool
# initialize, vehicle wait 8

# propellers on
position 0 0 0 rpm 400 * we are now stabilizing

wait 4 rpm -700
orlentation 0 0 0 wait 10

# aim for the window
* reset dynamics clock course 005 4 propellers off
time 0 rpm 700 rpm 0

wait 9 wait 10
thrusters-on

# building up speed course 0
# propellers off course 000 hover 0 0 0
rpm 0 wait 11.3 wait 81.5

course 000 depth 48.2 wait 0.1
depth 0 course 270

wait 26 # A U V is stable at
wait 1 origincourse 180
0 going deep wait 10 # time to restart'the
4 with thrusters mission
depth 45 thrusters-off # don't forget to add

# going shallow your e-mail address
0 here we go! # with propellers
wait 20 # mission complete

quit

Figure 9.1. Canonical execution level mission script: mission.script.siggraph
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0 NPS AUV file mission.output.orders; commanded propulsion orders versus time
0
# timestep: 0.10 seconds

# time heading North East Depth rpm rpm stern stern vertical lateral
# x y z port stbd plane rudder thrusters thrusters
4 bow/stern bow/stern

0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 .0.0 0.0 0.0
1.0 0.0 0.0 0.0 45.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

21.0 0.0 0.0 0.0 45.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
41.0 0.0 0.0 0.0 45.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
66.0 90.0 0.0 0.0 45.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
76.0 90.0 0.0 0.0 45.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
86.0 90.0 0.0 0.0 45.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
89,0 90.0 0.0 0.0 45.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
92.0 20.0 0.0 0.0 45.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
97.0 20.0 0.0 0.0 45.0 400.0 400.0 0.0 0.0 0.0 0.0 0.0 0.0

101.0 5.0 0.0 0.0 45.0 700.0 700.0 0.0 0.0 0.0 0.0 0.0 0.0
110.0 0.0 0.0 0.0 45.0 700.0 700.0 0.0 0.0 0.0 0.0 0.0 0.0
121.3 270.0 0.0 0.0 48.2 700.0 700.0 0.0 0.0 0.0 0.0 0.0 0.0
147.4 180.0 0.0 0.0 48.2 700.0 700.0 0.0 0.0 0.0 0.0 0.0 0.0
157.4 180.0 0.0 0.0 4.0 700.0 700.0 0.0 0.0 0,0 0.0 0.0 0.0
162.4 180.0 0.0 0.0 4.0 700.0 700.0 0.0 0.0 0.0 0.0 0.0 0.0
167.4 180.0 0.0 0.0 4.0 700.0 700.0 0.0 0.0 0.0 0.0 0.0 0.0
177.4 180.0 0.0 0.0 4.0 700.0 700.0 -12.0 0.0 0.0 0.0 0.0 0.0
187.4 1.80.0 0.0 0.0 4.0 700.0 700.0 -12.0 0.0 0.0 0.0 0.0 0.0
197.4 180.0 0.0 0.0 4,0 700.0 700.0 -12.0 0.0 0.0 0.0 0.0 0.0
220.4 90.0 0.0 0.0 4.0 700.0 700.0 -12.0 0.0 0.0 0.0 0.0 0.0
230.4 90.0 0.0 0.0 4.0 700.0 700.0 -12.0 0.0 0.0 0.0 0.0 0.0
238.4 90.0 0.0 0.0 4.0 -700.0 -700.0 -12.0 0.0 0.0 0.0 0.0 0.0
248.4 90.0 0.0 0.0 4.0 0.0 0.0 -12.0 0.0 0.0 0.0 0.0 0.0
258.4 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
258.4 0.0 0.0 0.0 0,0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
339.9 0.0 0,0 0.0 0.0 0.0 0.0 0.0 0.0 0,0 0.0 0.0 0.0
340.1 0.0 0.0 0.0 0,0 0.0 0.0 o .0 0.0 0.0 0.0 0.0 0,0

Figure 9.2. Resulting time log of robot mission output orders: mission.output.orders

An event-by-event analysis of the SIGGRAPH mission follows in Table 9.1 to

identify key relationships and results. This analytical timeline was produced by

examining the original mission script Figure 9.1, the condensed mission orders

Figure 9.2 and individual hydrodynamics plots (Figure 9.3 through Figure 9.22).

Finally graphics images showing vehicle thrusters, propellers and plane surfaces

operating simultaneously appear in Figure 9.23 and Figure 9.24. In these figures,

green wireframe cones are proportional to the thrust of sea water from the cross-body

thrusters and the propellers.
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Table 9.1. Timeline Analysis of SIGGRAPH Mission.

title time
mm:ss sec Analytic results, ordered robot changes and pertinent plots.

0:001 0.( Initial postui" at origin (0, 0, 0) with orientation (0, 0, 0).

0:0 1 1.( Behavior staý-e and unchanging prior to first order.
Change depth to 45 ft using vertical thrusters only.
Plots 4, 20, 10, 13, 20.

1:16 66.0 At ordered depth, heave rate stabilizing.
Change ordered course to right from 0000 to 0900 using lateral
thrusters. Plots 8, 9, 16, 20.

Note slight downward pitch angle 0 due to coupling with
vertical heave velocity rate k via coefficient Ml,,.
Plots 6, 7, 15.

1:26 86.0 Reached ordered course 0900.
Begin lateral motion to right using lateral thrusters.
Plots 2, 12, 16, 20.

1:29 89.0 Reverse lateral thrust to cancel sway velocity v.
Plots 2, 12, 16, 20.

1:32 92.0 Lateral sway velocity v reduced.
Change course to left to 0200 using thrusters.
Plots 8, 9, 16, 20.

1:37 97.0 Still changing course.
Turn on propellers to 400 rpm, enabling rudders and planes.
Plots 1, 8, 9, It, 16, 17, 18, 19, 20.

1:41 101.0 Continue changing course left to 0050 for test tank window exit.
Forward surge velocity u starting to increase.
Plots 1, 8, 9, 11, 16, 17, 18, 19, 20.

1:50 110.0 Continue changing course left to 0000 for test tank window exit.

2.01 121.3 Building up speed, ready to maneuver to enter torpedo tube.
Come left to course 2700, go down to depth 48.2 ft using
propellers, planes and thrusters simultaneously combined.
Corresponding graphics images appear in Figure 9.23 and
Figure 9.24. Plots I through 20.
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time time
mim:ss sec Analytic results, ordered robot changes and pertinent plots.

2:27 147.4 Torpedo tube transit completed via dead reckoning.
Change course to left to 180'.
Plots 1, 2, 3, 5, 8, 9, 11, 12, 14, 15, 16, 17, 20.

2:37 157.4 Steady on course, forward surge velocity u starting to increase.
Secure thrusters. Begin going shallow to ordered depth 4 ft
using forward momentum, plane surfaces and propellers.
Plots 1, 4. 6, 7, 10, 13, 15, 18.

2:57 177.4 While continuing to shallow, begin a spiral to right.
Ordered rudder held at -12'. AUV geographic position stays
within ordered turning radius during extended depth transient.
Changes and interactions are again visible among all
hydrodynamics variables. Plots 1 through 20.

3:40 220.4 Near ordered depth just below the surface.
Turn on thrusters, resume closed-loop rudder control by
ordering course 090'. Head back to origin above the pool.
Vehicle roll p frorn spiral turn restabilizes with forward motion.
Plots 1, 2, 3, 5, 6, 8, 9, 10, 11, 12, 14, 16, 17, 20.

3:58 238.4 Nearing origin, slow and stabilize.
Reverse propellers to -400 rpm, reducing forward velocity u.
Plots 1, 2, 3, 11, 19.

4:08 248.4 Forward velocity u almost zero, near origin.
Zero propellers, coast, slow due to drag and stabilize.
Plots 1, 2, 3, 11, 19.

4:18 258.4 Approximately at origin with small velocities remaining.
Change ordered course to 0000 and shift to hover mode.
New ordered position for hovering is origin, depth 0 ft.
Propellers now follow forward/aft position error,
all, plane surfaces zeroed, vertical thrusters control depth, and
lateral thrusters track port/starboard position error.
Plots 2, 3, 4, 5, 7, 8, 9, 10, 11, 12, 13, 15, 16, 19, 20.

5:50 350.0 Hovering has fully stabilized AUV at origin witli zero posture.
Mission complete.
Plots I through 20 stable.
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F~igur'e 9.23. AU V initial turn and depth change froiii the trst tank to the
torpe(Io tube using all thrusters, propellers and planes.

F~igu~re 9.24. AUV nearing enitry to torpedo tube. lNot~e cuunterintuitive
(but correct) opposition of- lateral thrusters to propeller and rudder
control, damping yaw rato r and preventing oveýrshoot.
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1). NETWORK TESTING AT The Edge

Distribution of underwater virtual world components enables scalability and

real-time response, both for robot world models and for people. The distributed

implementation of the underwater virtual world (Brutzman 94e) was tested and

demonstrated for six days as part of The Edge exhibition at the SIGGRAPH 94,

conference, held in Orlando Florida (Brutzman 94b, 94c). We estimate that 2,000 of

32,00)0 SIGGRAPH attendees stopped at our underwater virtual world exhibit to

observe a robot mission and learn about the project. Robot interactions in the virtual

world were also multicast over the MBone with worldwide scope (ttl 127) using audio,

video and DIS channels.

The forty reviewed exhibits in The Edge were representative ot leading computer

graphics applications in the world. The Edge was intended to include shared

experiences, simulation, training, education, virtual environments, high-bandwidth

networked graphics, telepresence and telerobotics. The underwater virtual world

project has components and relevance in each of those areas. Our objective was to

inisphre and stimulate attendees to consider a myriad of opportunities previously

considered infeasible. Feedback conunents from visitors, SLGGRAPIt organizers and

the press (Meyer 94) were uniformly enthusiastic.

One technical goal during this demonstxation was to evaluate netwoRk loading.

Bandwidth budget plans called for an average bandwidth of 225 kilobits per second

(Kbps) is available (i.e. 25% of a 1.5 Mbps TI Internet connection). This bandwidth

budget included 128 Kbps for locally generated video/graphics, 64 Kbps for a shared

audio channel and 15 Kbps for sending DIS PDUs. 128 Kbps is the default bandwidth

for world-wide multicast video programs and equates to 1-3 frames per second.

Lower or higher bandwidths and a corresponding change in frame rate are feasible.

DIS Entity State PDU size for the NPS AUV is larger than the nominal DIS

PDU default, since three articulated parameters are attached to each AUV PDU for

sonar, plane surface, propeller and thruster values. DIS protocol bandwidth for the
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SIGGRAPH demonstrations were based on these PDUs being multicast at full virtual

world update frequency of 1() Hz.

DIS bandwidth = (multicast PDU update rate) [PDU size]

= (1 Hz upd te a [e 112 bits 3 128 bits(91PDU articulated (9.1)

parameter
= 15.36 Kbps

This full updute rate of 1() Hz was used to relay every possible nuance related to

physical motion of the highly dynamic autonomous underwater vehicle. By way of

contrast, a standard Entity State PDU with no articulated parameters being relayed at

the maximum standard interval of 5 seconds produces only a 0.23 Kbps bandwidth

load.

Another important way of making virtual worlds widely available is developing

an information infrastructure where potential virtual world participants have the

network capabilities to participate. Toward this end we have utilized MBone in a

number of scholarly conferences. Objectives are usually twofold: learn how to use

global videoconferencing more effectively, and assist potential collaborators in

learning more and connecting. We have achieved a steady series of successes at a

variety of sites including 1993 U.S. Geological Survey Menlo Park scientific

visualization workshop, the International Advanced Robotics Programme (IARP)

Mobile Robotics for Subsea Environments 94 (Brutzman 94a), IEEE Autonomous

Underwater Vehicles 94 (Brutzman 94d), GLOSAS Global Lecture Hall of July 94

(McLeod 94), and SIGGRAPH 94 (Brutzman 94b, 94c). Effectiveness of these

techniques has been formally evaluated (Gambrino 94) with typically positive and

enthusiastic results (Macedonia, Brutzman 94). It is our belief that use of MBone in a

variety of media will continue to grow at a slow but exponential rate, and it is our

experience that familiarity and practice overcomes limitations associated with

bandwidth restrictions.

The combined use of socket connectivity, MBone audio/video/graphics/PDUs,

the DIS protocol and World-Wide Web (WWW) functionality means that the
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underwater virtual world is an excellent application to take advantage of a

high-bandwidth information superhighway, further extending the capabilities of

multiple researchers. The network approach allows many individuals dynamic remote

access, and distributing components minimizes dependence on unique (or

hard-to-replace) hardware and software. The DIS protocol permits compatibl,=

interaction with other virtual worlds over the Internet. Providing hypermedia access

via publicly available WWW browsers such as Mosaic makes a complete variety of

pertinent archived information available to anyone. Such information media include

images, papers, datasets, software, sound clips, text and any other computer-storable

media. This supports another long term objective of the project, which is to continue

extending the scope of virtual world entities and simplifying virtual world interfaces in

order to become useful as an exemplar application for education. Thus an

infrastructure is evolving whereby virtual worlds can support remote scientific

collaboration and education, both regionally and globally.

F. SUMMARY AND FUTURE WORK

This chapter showed experimental results in hydrodynamics, Internet-wide

network loading and remote collaboration. Hydrodynamics behavior of an underwater

vehicle is shown to be highly complex and dependent on a large number of interacting

variables. Temporal plots permit precise analysis of results, but real-time 3D graphics

platyback is required for overall evaluation and insight. From a network perspective,

the Internet is currently capable of supporting the variety of high-bandwidth

information streams needed for full virtual world connectivity. Tested streams include

point-to-point telemetry sockets, audio, video, graphics, DIS PDUs and archived

multimedia. Addition of arbitrarily large numbers of virtual world viewers is shown

possible through use of the MBone for time-sensitive informaticn such as audio, video

and DIS position updates.

Future work on experimental results is extensive because use of the underwater

virtual enables many new capabilities, Top priority is to reintegrate execution level

software in the actual vehicle and reproduce virtual world results in the real world.
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Regrettably, the long break in 1994 AUV testing due to hydrogen explosion repairs

has precluded running any of these missions in the water. This lack of validating test

data duplicating virtual world missions in the real world has precluded performing a

"Turing Test" of virtual world operations. A top priority for 1995 is to stabilize the

equipment rebuild and upgrade the execution level robot control program to use new

hardware interfaces. At that point virtual world test results are expected to be

completely validated against identical missions run in the test tank.

Collaboration with other underwater robotics and virtual world researchers is

highly desirable in order to scale up the scope of the underwater virtual world. A

formal validation and verification confidence assessment can improve project

implementation and may help formally clarify the fundamental requirements needed

fur global internetworked large-scale virtual worlds. Exciting future possibilities

include use of the underwater virtual world as an educational tool, as a testbed for new

AUVs, and as a means for providing context amidst the gigantic mass of information

content which is being connected via the Internet.
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X. CONCLUSIONS AND RECOMMENDATIONS

A. PRINCIPAL I)ISSERTATION CONCLUSIONS

Construction of an underwater virtual world is feasible. Using 3D real-time

computer graphics in an underwater virtual world enables effective AUV development.

Visualization of robot interactions in an underwater virtual world improves our

perceptual ability to evaluate robot performance. A networked robot and virtual world

enables researchers to "'cale up" to extremely high degrees of complexity, and makes

robotics research and collaboration accessible worldwide.

A comprehensive software-hardware architecture for a general AUV underwater

virtual world demonstrates the feasibility of these concepts. Several components

make up this virtual world. A complete underwater vehicle dynamics model

suitable for physics-based real-time simulation is developed. Real-time visualization

of AUV and sen.ors interacting with a realistic environment is achieved by decoupling

robot-virtual wofid interactions from graphics by the use of the Distributed Interactive

Simulation (DIS) protocol. World-wide accessibility is provided using the

World-Wide Web (WWW) for software archive retrieval and the Multicast Backbone

(MBone) for live streams. Convenient and comprehensive network connectivity

enables effective scientific collaboration among researchers and robots.

B3. SPECIFIC CONCLUSIONS, RESULTS AND RECOMMENDATIONS FOR

FUTURE WORK

Additional detailed conclusions appear at the end of each chapter.

1. Underwater Robotics

A large gap ween theory and practice has resulted in relatively few

underwater robots. The difficulties of the underwater environment are as severe as

any other, making any AUV failure potentially fatal. AUV software and hardware

solutions are available but many problems remain due to difficulty integrating
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component solutions. Real-time control under complex dynamic and temporal

constraints is essential. Stability and reliability are paramount but testing is difficult.

Virtual worlds may help break the AUV development bottleneck.

A large number of open tasks await underwater robot designers. Insistence

on in-water testing following laboratory simulation is needed to ensure that progress is

cumulative and grounded in reality. AUVs are beginning to perform important tasks

that cannot be done effectively by other platforms. Both NPS and the AUV

community is poised for significant real world accomplishments such as effective

minefield search.

2. ()bject-()riented Real-Time Graphics

Interactive 3D graphics are used as our window into virtual worlds.

Graphics are completely decoupled from robot-virtual world interaction in order to

permit real-timne performance for robot and world models, Graphics viewers can be

effectively networked to use the global Internet as an input/output device, i.e. as a

source or target for any information stream desired. Object-oriented graphics models

supported by scene description languages are essential for scaling up virtual worlds,

Rendering and network compatibility across multiple platforms is highly desirable.

Open Inventor and the proposed Virtual Reality Modeling Language (VRML) are

well suited for virtual world consUuction and rendering, Future work includes

increasing the number of objects populating the virtual world, adding hooks to objects

on remote servers via URL definitions, and porting to other architectures to encourage

widespread use of the underwater virtual world. Since the physical size and scope of

an underwater virtual world is very large, it is a good candidate for a large immlersive

environment such as a CAVE (Cruz-Neira 93).

3. Underwater Vehicle Hydrodynainics Models

No hydrodynamics model was previously available which was suitable for

real-time simulation pe.forma,1 ce in hover and cruise modes. A general standardized

and parameterized hydrodynamics model is presented based on numerous preceding
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models, rigorous physical derivations and empirical testing. The model is

conmputationally efficient, capable of running at short intervals (i0 Hz) and networked

using the DIS protocol, Future work includes implementation of the hydrodynamics

model for other vehicles, extension to include special effects such as tethers and wave

motion, connection to a irge-scale world collision detection model, and possible

porting into vehicle software as a predictive "world in the loop" for intelligent control

and machine learning supervision.

4. Networking

"•ie key considerations in networking virtual worlds concern compatibility,

bandwidth and scalability. The Internet Protocol (LP) suite is essential for global

compatibility. Point-to-point sockets are capable of supporting tightly-coupled world

models interacting with a robot. The IEEE DIS protocol permits entities to compatibly

communicate and interact at the entity/application level. Multicast protocols allow

bandwidth reduction for both transmission and reception, a necessary step for scaling

beyond limited nuiiibers (huILdreds) of interacting entities. Scalability is also

supported through the use of World-Wide Web compatibility which provides flexible

and well-defined conImunications mechanisms for information retrieval. Future work

includes continuing to scale up using DIS, multicast and the World-Wide Web, and

also building a persistent underwater virtual world server for continuous availability to

humans and robots using the Internet.

5. Sonar Modeling and Visualization

Many sonar models are available but most are highly specialized and none

appear to be suited for general use. Based on initial testing and validation, the

Recursive Ray Acoustics (RRA) Algorithm sonar model (Ziomek 93) holds

exceptional promise due to computational efficiency, frequency constraint

independence, sound speed profile (SSP) constraint independence and bathymetry

constraint independence. Sonar visualization is the application of scientific

visualization techniques to enable effective analysis of high-dimensionality sonar data.
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Sonar visualization also holds great promise as a means of effectively interpreting

robot sensor interactions in a counterintuitive environment, Future work starts with

porting the RRA C-translation offline model to become an online model, possibly by

adding hooks to the original RRA FORTRAN source code. Visualization tools will be

used to experiment with effective matches between the high dimensionality of sonar

parameters and the high dimensionality of graphics rendering techniques, The most

promising visualization results will be used for real-time rendering of sonar

transmissions in the underwater virtual world.

C. NEXT STEP: BUILDING A LARGE-SCALE

UNDERWATER VIRTUAL WORLD

Results in this dissertatior, have stressed the possibilities of scalability to

arbitrarily large levels, Hlaving shown that comprehensive real-time robot operation is

possible in a virtual world, it is now appears possible to scale up while including

numerous independently acting human and robot entities. Scientific rigor can be

provided by examining inputs, outputs and constraints on various world models and

defining ways for these models to interact in theoretically correct ways. The

exponential and open growth of the World-Wide Web has been possible due to the

open capabilities of the lHypertext Markup Language, providing an excellent exemplar

for sustained exponential growth, It is likely that VRML or related efforts will enable

similar growth of virtual worlds and virtual world components.

Virtual worlds have the potential to completely change the current paradigms of

how people use information. This work points out promising directions for connecting

information, robots and people in ways that provide context, meaning and substance.

The real world is the best model for a virtual world. When our virtual constructs

cumulatively approach realistic levels of depth and sophistication, our understanding of

the real world will deepen correspondingly.
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APPENDIX A. ACRONYMS

3D three dimensional

Al artificial intelligence

ALAN Acoustic local area network

ANSI American National Standards Institute

AOS N Autonomous Oceanographic Sampling Network

API' application program interface

ARPA Advanced Research Projects Agency

(form•crly DARPA, originally ARPA)

atan2 (y, x) arctangent function, returns angle to a point in proper quadrant

ATM Asynchronous Transfer Mode

AUV autonomous Lunderwater vehicle

BSD Berkeley Software Distribution (a Unix variant)

C13 center of buoyancy

CFD computational fluid dynamics

CG center of gravity

dB decibel (logarithmic unit of measure of sound intensity)

DES Data Encryption Standard

DIS IEEE Distributed Interactive Simulation Protocol

DoD U.S. Department of Defense

DOF degrees of freedom

dynamics AUV Underwater Virtual World component: hydrodynamics,

network connections and other real-time models (e.g. sonar)

execution AUV Underwater Virtual World component: robot execution level

FEC forward error compression - encoding scheme that includes

redundant information to reduce probability of data loss
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ftp File Transfer Protocol, refers both to host servers providing

information and clients connecting for information retrieval

("IPS Global Positioning System

html Hypertext Markup Language

http I lypertext Transfer Protocol, refers both to host servers providing

information and clients connecting for information retrieval

IEEE lInstitate of Electrical and Electronics Engineers

I'LA Initiative for Information Infrastructure and Linkage Applications,

a Monterey Bay regional K-16 educational network collaboration

III Phternct Protocol

II'C intL.'-pr'ocess communications

Irix Unix as implemented on SGI workstations

ISDN Integrated Services Digital Network

ISO International Organization for Standardization

.iv Open Inventor scene description language filename extension

Kbps Kilobits per second

LAN local area network

lyn~ WWW browser with line mode interface, usable within application

programs as a client to retrieve files fromn WWW

MAPS MBARI-NASA Ames-Naval Postgraduate School-Stanford

Aerospace Robotics Lab effort to build next-generation AUV

MBone Multicast Backbone

Mbps Megabits per second

MIDI Musical Instrunment Digital Interface

MIME Multipurpose Internet Mail Extensions (RFC 1341)

MOE measure of effectiveness

Mosaic WWW browser with graphical user interface

mlrouted multicast router daernon

N PS Naval Postgraduate School
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011 network pideo MI3one application tool for video and graphics

OOSPICs Object-Oriented Sinulation PICtures

()S-9 Real-time operating system produced by Microware inc.

OSI Open Systems Interconnection reference model

PDU protocol data Unit

RBM Rational Behavior Model

RF"C Request For Comments, draft Internet documents provided for

information 0r standards development

ROV remotely operated vehicle

11)11 revolutions per minute

RRA Recursive Ray Acoustics sonar algorithm

SAF semi-automated forces

sd session directory MgBone application tool for session advertisement

and selection

SDV-9 Swimmer Delivery Vehicle, hull 9

SGI Silicon Graphics Inc.

sonar SOund Navigation And Ranging

SPL sound pressure level

SSI sound speed profile (measured versus depth)

SVII sound velocity profile (typically a misnomer for SSP)

Tcl/Tk Tool control laguagc/Tool kit

TCP Transmission Control Protocol, part of 1P transport layer

telnet virtual terminal protocol permitting remote system login

ttl tinmS-to-live packet hop counter

UDP User Datagram Protocol, part of iP transport layer

URL Universal Resource Locator

IISN U.S. Navy

UUV unrnanned underwater vehicle, may be controlled remotely

Wit visual audio tool MBorw applitation tool for audio
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kvjt,wj- AUV Underwater Virtual World component: networked 3D

real-time graphics to remotely view robot operating in virtual world

vri1l Virtual Reality Modeling Language

V V & A validation verification and accreditation

V1I whitebord nM one application tool for shared drawing and images

WWW World-Wide Web
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APPENDIX B. VIDEO DEMONSTRATION

A. INTRODUCTION

This section briefly describes the contents and objectives of the video appendix.

B. NPS AUV OPERATING IN TILE UNDERWATER VIRTUAL WORLD:

THE SIGGRAPH MISSION

This video segment shows a six minute mission in the underwater virtual world.

It first appeared in the Video Proceedings of the AUV 94 conference (Brutzman 94a).

The original abstract follows:

A critical bottleneck exists in Autonomous Underwater Vehicle (AUV) design
and development. It is tremendously difficult to observe, communicate with and
test underwater robots, because they operate in a remote and hazardous
environment where physical dynamics and sensing modalities are
counterintuitive.

An underwater virtual world can comprehensively model all salient functional
characteristics of the real world in real time. This virtual world is designed
from the perspective of the robot, enabling realistic AUV evaluation and testing
in the laboratory. Three-dimensional real-time graphics are our window into
that virtual world. Visualization of robot interactions within a virtual world
permits sophisticated analyses of robot performance that are otherwise
unavailable. Sonar visualization permits researchers to accurately "look over
the robot's shoulder" or even "see through the robot's eyes" to intuitively
understand sensor-environment interactions.

Distribution of underwater virtual world components enables scalability and
real-time response. The IEEE Distributed Interactive Simulation (DIS) protocol
is used for compatible live interaction with other virtual worlds. Network
access allows individuals remote observation. Mosaic and the World-Wide Web
provides open access to archived images, papers, datasets, software, sound
clips, text and any other computer-storable media. This project presents the
frontier of 3D real-time graphics for underwater robotics, ocean exploration,
sonar visualization and worldwide scientific collaboration. (Brutzman 94a)

234



C. NPS AUTONOMOUS UNDERWATER VEHICLE

This video segment shows the basic functionality of the NPS AUV. It first

appeared in the Video Proceedings of the IEEE International Conference on Robotics

and Automation 1992, and the Video Proceedings of the Eighth International

Symposium on Unmanned Untethered Submersible Technology

(Brutzman 92a, 92b, 93a). The original abstract follows:

The Naval Postgraduate School (NPS) Autonomous Underwater Vehicle
(AUV) is an eight foot long, 387-pound untethered robot submarine designed
for research in adaptive control, mission planning, navigation, mission
execution, and post-mission data analysis. Neutral buoyancy, eight plane
surfaces and twin propellers allow precise maneuverability.

Simulation programs running on Iris three-dimensional graphics workstations
are used to evaluate NPS AUV software and predict system performance prior
to each mission. Graphics simulations can replay in real time actual data
collected in the pool. The taped playback demonstrates reconstruction and
visualization of vehicle track, control systems dynamic response, logic and state
changes, plotted locations of individual sonar returns, and expert system
classification of detected objects.

Ongoing NPS AUV research is investigating linear and nonlinear control
techniques, advanced sonar classification, failure mode analysis using neural
networks, dynamic path and search planning, use of cross-body thrusters for
hovering control, alternate AUV operating architectures, incorporation of Global
Positioning System (GPS) receiver navigation, and construction of an
underwater virtual world to permit complete and realistic testing of every aspect
of AUV operation in the laboratory. (Brutzman 92a, 92b, 93a)

D. LIVE EXHIBIT AND WORLDWIDE MULTICAST AT

The Edge, SIGGRAPIi 94

This segment shows the NPS AUV Underwater Virtual World exhibit at

The Edge, SIGGRAPH 94 (Brutzman 94b, 94c). Video photographer is

Michael J. Zyda.
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E. NPS AUV WORLD-WIDE WEB HOME PAGE

This video segment shows how to connect to the NPS AUV home page and

retrieve the underwater virtual world distribution. Installation is also demonstrated.

F. EXTENDED NPS AUV MISSION REPLAYS

Additional NPS AUV missions are run from the underwater virtual world

archive distribution, evaluating a variety of hydrodynamic and sonar responses.

G. NPS AUV POSTURE CONTROL

This video segment demonstrates in-water test tank results from early 1994.

It first appeared in the Video Proceedings of the AUV 94 conference (Brutzmnan 94a)

by authors A.J. Healey, D.B. Marco, R.B. McGhee, D.P. Brutzman, R. Cristi and

F.A. Papoulias. The original abstract follows:

Recent work with the NPS AUV 11 demonstrates further development of the
execution level software to incorporate hover control behavior in the NPS hover
tank. Of particular interest is the use of the ST 100 and ST 725 high frequency
sonars to provide data about the environment. Thus positioning can be
accomplished without the use of beacons.

Motion behaviors may be instituted that include diving and pitch control
under thruster power, heading control at zero speed, lateral and longitudinal
positioning, as well as the automatic initiation of filters as needed when a new
target is found. A simple task level language is developed that will be used to
direct tactical level output to a port which communicates with execution level
software. (Hlealey abstract, Brutznman 94a)
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H. MBone: AUDIO/VIDEO INTERNET TOOLS FOR INTERNATIONAL

COLLABORATION

This video segment describes and demonstrates use of the MBone, It was

recorded from a worldwide MBone broadcast of the May 1994 International Advanced

Robotics Programme (IARP): Mobile Robots for Subsea Environments, hosted by the

Monterey Bay Aquarium Research Institute (MBARI). It originally appeared at in the

Video Proceedings of the AUV 94 conference (Brutzman 94a). MBone media

strengths and limitations videoconference are formally evaiuated in (Gambrino 94)

using this videoconference. The original abstract follows:

Recently it has become possible to broadcast live audio and video over the
Internet using the Multicast Backbone (MBone). This development holds great
promise as an enabling technology for collaborative work among underwater
vehicle researchers separated by long distances.

This talk describes technical considerations related to use of the MBone,
which is the virtual network used for these Internet sessions. Anyone with
direct Internet connections, adequate bandwidth and a workstation can receive
multicast. We hope to demonstrate that worldwide collaboration among
underwater robotics researchers is not only feasible but even convenient.

For more information on how to connect your lab to MBone, refer to
"MBone Provides Audio and Video Across the Internet" in the April 94 issue of
IEEE COMPUTER, pp. 30-36. This article is also available for electronic
retrieval in PostScript, text, and hypertext versions:

ftp://taurus.cs.inps.navy.mil/pub!i3la/mbone.ps
ftp://taurus.cs.nps.navy.mil/pub/i3la/mbone.txt
ftp: //taurus.cs. nps. navy. miu/pub/i3la/mbone.html (Brutzman 94a)
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